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‘Quality of life is some like intelligence.  Everyone knows it exists and thinks they can identify it in 
various ways, but we may not be able to evoke universal agreement on what it is.  We are 
probably better off letting people propose indexes, which we can then use or not use, rather than 
try to get a multi-individual consensus on what ought to be there. 
 
 The situation is much easier when we try to create ailment-oriented indexes [i.e., indexes 
that describe the things doctors observe as direct clinical events in the practice of medicine and in 
the evaluation of therapy] for clinical work.  Because clinicians have good general agreement on 
the construct called “congestive heart failure,” we might fight about how good a particular index 
is, but we don’t have to fight about the construct itself.  Because we do not have unanimous 
agreement about the construct of quality of life, however, the idea has become a kind of umbrella 
under which are placed many different indexes dealing with whatever the user wants to focus on.’ 
 
       FEINSTEIN, 1987a 
 
 
 
 ‘An instrument, whether it is a test, scale, observation procedure, questionnaire, or 
interview schedule, only measures what it measures – nothing more, nothing less.   One should 
take a long look at any instrument, once it is in place in an evaluation design, to be clear 
regarding what it can and cannot register.  Beware of the “naming fallacy” – giving a name to a 
test or other instrument such as ... [“quality of life”, “adjustment to illness”, etc} and thereby 
maintaining that is what it measures. … The issue raised is the validity of the instrument.  It 
should be a key consideration in its selection in the first place.  Nevertheless, the restrictions 
inherent in any instrument should be kept to the forefront of attention in designing and evaluating 
any program’. 
 
       ISAAC & MICHAEL, 1981 
 
 
 
 ‘Far better than to construct measures ad hoc for particular investigations of change is to 
select existing measures that have proven themselves with respect to . . . [accepted 
psychometric] criteria. ...  Even in very large-scale programs of research, it takes years to 
develop standard measures of psychological characteristics that meet these standards.  In 
particular, gathering evidence for construct validity is a matter that takes numerous years, at best.  
Consequently, it is usually foolhardy for those who are entering a program of evaluation research 
(which is usually limited both in terms of time and funds) to undertake the development and 
standardization of most of the measures that will be employed.  The far better part of valor and 
the far better part of commonsense is to seek suitable measures from those that have been 
ripening over the years.’ 
 
 
       NUNALLY, 1975 
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 ‘Fitting quantitative variables to abstract constructs is a bit like using a luminous ruler to 
measure an elephant on a moonless night.  We can obtain clear numbers, but we know that the 
numbers do not perfectly capture the dimensions of the beast.  The ruler does not bend where the 
elephant bends; it slips when the elephant stamps its feet; and as we grope in the dark, it is hard 
to tell what portions of the elephant we have measured and which parts remain untouched.  
When we transfer our numbers to paper and try to sketch the elephant from the measured inches, 
part of our sketch is derived from what we already know about elephants – our intuition and 
commonsense knowledge about the shape and size of an elephant.’ 
 
 

      KIDDER & JUDD, 1986 
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FOREWORD 
 
 Measurements of health, well-being and quality of life in the social sciences have a 
respectably long history going back at least to World War II with the development of instruments 
to measure physical and psychological well-being.  However, in the last two decades, 
development and application of health status and health-related quality of life measures have 
become a growth industry, crossing, though seldom combining, the disciplines of medicine, 
sociology, psychology, epidemiology, operations research, statistics and economics. 
 
 The result has been a proliferation of measures ranging from special-purpose single-use 
indexes developed for particular population segments, diseases or purposes to broadly-defined 
generic quality of life measures designed for multi-purpose use in many (some claim all) 
populations.  Unfortunately, though perhaps inevitably, this considerable endeavour has been 
largely ad hoc, often atheoretical and indicates, in many if not most cases, a worrying lack of 
scholarship.  Too many measures have not been validated beyond simple test-retest reliability 
and in very few indeed have there been serious, let alone acceptable, validation studies. 
 
 This is, to us, both surprising and disturbing.  It is disturbing because applications using 
unvalidated measures are entitled to be dismissed simply because the measures are not 
validated.  It is disturbing, too, because the results of such studies are intended to be used in 
health policy formulation or clinical decisions about specific treatments and patient management.  
The paucity of validation research is surprising because there is an extensive, well-developed 
literature on health research and program evaluation methodology.  While this does not give 
simple solutions in an admittedly-complex field, it does provide a conceptual and practical 
framework for the design of validation studies.  Importantly, too, it also illuminates those areas 
where adequate validation is difficult or contentious – and therefore where one should be very 
careful about claims for research finding or interpretation of evaluation studies. 
 
 This monograph had its genesis in the receipt of a modest research grant to collect and 
review the literature on the validity of existing health status/health-related quality of life measures.  
The literature collection, as expected, led us into many fields of research and many source 
disciplines and resulted in the accumulation of several hundred books and papers.  It led, too, to 
the realisation, again not unexpected, that most researchers worked mainly within their own 
disciplines and referred largely to the literature within their own or closely-related disciplines.  
Certainly, there appeared to be a lack of awareness of the specialised literature on evaluation 
methodology and, in particular, on validity in areas, such as this, where one is necessarily dealing 
with difficult abstract constructs. 
 
 The purpose of the monograph is to explore, and we hope illuminate, the concept of 
validity as it pertains to health status and health-related quality of life constructs.  In so doing, we 
accept and follow the view that construct validity acts as a unifying concept and validation 
exercises are concerned with inferences drawn from research findings.  Questions of content and 
face validity and scaling, whilst critically important, are subsumed into the operational realisation 
of a valid construct.  For completeness, too, some attention is given to generalizability or external 
validity, cross-cultural considerations and the consequential basis of validity.  However, because 
the central theme of the paper is the necessity to develop valid operational constructs of health 
status or health-related quality of life, these matters are treated in a more cursory manner. 
 



 

What is Validity?  A Prologue to an Evaluation of Selected Health Status Instruments  vi

There has been no attempt, either, to specify or illustrate detailed validation procedures though 
references are given to books and papers where such details are available. 
 
 It is our intention to use the paper as a basis for examining the validity of several well-
known and commonly used measures of health status and health-related quality of life.  We hope 
it will be of assistance to researchers intending to develop such measures and to those who wish 
to use existing instruments but are rightly concerned about their validity. 
 
 
 
  Kaye Brown 
 
 
  Colin Burrows 
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1 INTRODUCTION 
 
 The realization that there is more to life than not dying was a long time coming.  Now 
broader definitions of health are current.  The impetus to broaden the focus of health status 
beyond mortality and other traditional biomedical parameters can be traced to the confluence of a 
number of factors, including: recognition that outcomes like disease-specific mortality are, at best, 
crude indicators of health; the trend toward greater consumer participation in health care 
decisions; increased emphasis on the formal evaluation of health care programs and services; 
and the necessity to choose among alternatives or to set priorities due to resource constraints.  
Whatever the catalyst(s), we have now reached the point where there is much interest in, and a 
burgeoning literature on, the measurement of health status and health-related quality of life. 
 
 The immediate problem is that much of this activity has been generating more heat than 
light.  Poor scholarship and a cavalier approach to validation has led to a profusion of health 
status instruments to the point where Spitzer (1987b) has declared an epidemic – of a kind that 
may undermine the evidential basis of the whole endeavour.  There are too many measures of 
unknown validity and too few researchers inclined to examine further the nomological validity of 
extant measures of health status and health-related quality of life.  In this regard it seems to us 
that health program evaluators, health economists and others engaged in research in this area 
need to demonstrate their bona fides, as they would have others do. 
 
 In models of the diffusion of medical technologies it is clinicians who are cast as villains.  It 
is they (we say) who advance the career of medical technologies from the stage of “promising 
report” to “standard procedure” (McKinlay, 1981) in short order and only belatedly engage in the 
formal evaluation that ought to antedate the adoption of new technologies.  Yet, it seems to us 
that we are about to become guilty of doing likewise, if we are not already.  In terms of the 
product life cycle curve for medical technology (see Figure 1) we are probably located at or 
around McKinlay’s Stage 2, and trying hard for Stages 3 and 4, without having paid too much 
attention to the exigencies of Stage 5.  We should be evaluating what we’re doing in the areas of 
health status assessment and quality of life measurement with the same rigour as that we are 
supposed to apply to the technologies and programs we investigate.  Very often, and with good 
reason, we are critical of clinicians, in particular, for not assessing efficacy and effectiveness 
properly.  With respect to health status measures the shoe may be on the other foot, as the 
following quotations from two of the more eminent researchers in the field indicate: 
 

‘Very seldom do we see statements submitted in advance in a protocol that specifies at 
what point a measure will be declared valid.  It is true that validity work on a measure is a 
never-ending process, but there is a point in the continuum where it is possible to say that 
minimal criteria have (or have not) been met. 

 
How often do you hear somebody get up and say, “we’ve attempted to validate this and 
we’ve found that it is not valid so we’ve abandoned it”?  Most of the time people talk about 
the superficial exercise they have done with their data, which they almost invariably 
choose to interpret as positive evidence of validity, and we are asked to accept it.  That’s 
not good enough.  We ought to tighten up our rigor in this area’.  (Spitzer, 1987a, p 188) 
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Figure 1:  Product life cycle Curve for Medical Technology:  The Neuhauser and McKinlay 
Models. 

 

Sources: Neuhauser D (1979), International workshop on the evaluation of medical technology, 
Stockhom, 18-19 September, SPRI Report; and McKinlay JB (1981), From promising report to 
standard procedure: seven stages in the career of a medical innovation, Milbank Memorial Fund 
Quarterly, 59(3): 347-411
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‘We especially need to emphasize that practitioners must do more to nail down the validity 
and reliability of their measures: McDowell and Newell [1989] strongly recommend that 
we focus hard on a few measures and get them well established and not veer off to 
develop a new scale on every occasion and for every problem.  ...  [I]n applications we 
need to reduce, not increase the variety of measures and to establish more firmly the 
value of the measures that we do use.  We simply must have more on the validity and 
reliability of those measures than we have already seen.’ (Mosteller, 1989,  
pp S282-3). 

 
 There is little point in delivering a variety of half-way technologies where the measurement 
of health status and health-related quality of life is concerned.  The existence of too many 
measures militates against their understanding and acceptance in clinical research and clinical 
practice, and, importantly, detracts from the comparison of results across different studies 
addressing similar problems.  It dissipates resources that may be allocated to further validation 
work (Spitzer, 1987a, 1987b).  Less-than-well-validated instruments do not win over the sceptics 
and the promulgation of unvalidated ones is positively counterproductive. 
 
 In each of several monographs that follow this one we propose to examine the state and 
stage of development of the major measures of health status that would most likely represent the 
set of candidates from which measures, given the criterion of “well-validated and deserving of 
further development”, would come.  More than a bare literature review is required here.  Rather, 
what is needed is a close and rather more detailed examination of the nature and extent of 
validation studies undertaken by the developers of the instrument and by other researchers than 
is customary in the many “shopping guides” to choosing a measure of health status or health-
related quality of life.  Particular attention will be paid to the incidence of hypothesis testing versus 
post hoc ergo propter hoc reasoning and the coherence of the findings that emerge across 
studies.  Our emphasis will be on the degree to which researchers have engaged in construct 
validation and especially on the degree of convergent validity among the more widely-cited 
instruments. 
 
 It is not that others have not reviewed the literature that prompts us to take this on.  Rather 
it is a frustration with the precised version of this endeavour that so often reduces everything to a 
brief description of the instrument, followed by, at best, a few short and not necessarily 
informative paragraphs about reliability and validity. 
 
 As an initial step, this monograph seeks to explore the concept of validity and its nuances.  
This discussion will provide a basis for reflecting on the validity of the several measures of health 
status reviewed in detail and will, we hope, make plain to those with limited acquaintance with the 
concept, why construct validity is the sine qua non of usable and useful measures of health status 
or health-related quality of life. 
 
 First, however, we should nominate the measures of health status and health-related 
quality of life we hope to review in some detail.  They are (in the probable order in which they will 
be tackled and in order of the number of articles we have collected at this stage): the Sickness 
Impact Profile, the Quality of Well-Being Index, the General Health Rating Index, the Nottingham 
Health Profile, the Time-Trade-off approach, the Rosser Index and the McMaster Health Index 
Questionnaire. 
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 Figure 2 shows where these standardized measures of health status fit in a schematic 
representation of different approaches to the measurement of health status.  The first fork in 
Figure 2 reflects the general recognition of health as a kind of continuum in characterizing health 
status measures according to whether they focus on well-being/good health or illness/disability 
(resulting from the impact of disease or treatment outcomes).  As indicated by the subsequent 
branches, health status measures are still based primarily on the negative aspects of health – 
notwithstanding the fact that the spectrum of health states extends from “perfectly healthy”, if that 
exists, to “near death”. 
 
The second fork separates health status measures into general-purpose and disease-specific 
measures.  Disease-specific measures are designed to assess the health of a particular patient 
population with a given disease or condition, in contradistinction to general-purpose measures 
which are designed to assess health across the broad spectrum of patients and populations.  This 
fork reflects the trade-off between measures with a limited range of applicability that may be 
sensitive to small, clinically relevant differences and more robust measures that facilitate a more 
gross level of comparability across populations or programs.  This important distinction seems to 
be lost on some investigators who have attempted to answer validity-related questions about 
generic measures using data obtained from small, relatively-homogeneous groups. 
 
 The next division focuses on the scale of application.  This is not unrelated to the purposes 
for which health-related quality of life are measured.  The compromise is struck between asking 
“large” numbers of individuals “small” numbers of questions about their health and asking a 
“small” numbers of individuals a “large” number of questions about their health and asking a 
“small” number of individuals a “large number of questions.  Examples of the former approach 
include regular surveys (e.g., National Health Interview Survey in the United States, the health 
component of the General Household Survey in the United Kingdom, and the Australian Health 
Survey).  Typically, most applications of the other health status measures identified in Figure 2 
have more circumscribed target populations, though the number of individuals interviewed may 
still be very large, as in the best known applications of the Rand General health Rating Index or 
the Nottingham Health Profile.  They reflect the goal of case-finding rather than that of measuring 
the level of a health component or components of health status (Ware, 1984c).  The goal of case-
finding is to place people into categories:  to ascertain whether individuals have a particular 
illness or health problem.  Methods for assessing the level of health status, on the other hand, 
attempt to locate people precisely along a health status continuum:  to measure individual 
differences or changes in the level of a particular health status concept over time.1 
 
 The last fork focuses on measures of health status that require the input of not 
inconsiderable levels of resources gauged either in terms of the demands placed on respondents 
and/or the necessity to use interviewers to administer the instruments.  Examples of these 
measures include the Rand General Health Rating Index (Ware, 1984b; Ware, Davies-Avery &  

                                                   
1
  Note that the three forks discussed thus far cut across a distinction that Spitzer (1987b) has drawn between health status and 

(health-related) quality of life, terms which tend to be used as synonyms in the literature. 

 Spitzer’s view is that the ‘measurement of health status should be reserved primarily for assessments of ostensibly health people, 
usually in the context of aggregates of unselected geographically-defined populations or “catchment area” delineated clinics of a 
service program’.  In contrast, ‘the measurement of quality of life should be restricted to the assessment of a series of attributes 
among those definitely sick.  The person classified by health-related or health-sensitive quality of life measuring instruments 
should have clear-cut manifestations of disease according to established explicit or at least implicit criteria of one or more 
diagnoses’ (pp 467-568). 

 Spitzer’s distinction between health status and health-related quality of life is seemingly at odds with Ware’s (1984b) distinction 
between case-finding and measuring the level of a health component or components of health status, as discussed in the text. 
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Figure 2:  Approaches to the Measurement of Health Status 
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Brook, 1980); the McMaster Health Index Questionnaire (Chambers, 1988); the Sickness Impact 
Profile (Bergner, 1987; Bergner, Bobbitt, Carter & Gilson, 1981; Bergner, Bobbitt, Kressel, et al, 
1976); Nottingham Health Profile (Hunt, McEwen & McKenna, 1986, McEwen 1988); the Quality 
of Well-Being Index (Kaplan & Anderson, 1988, 1990; Kaplan & Bush, 1982); the Rosser Index 
(Kind, Rosser & Williams, 1982; Rosser, 1987a, 1990; Rosser & Watts, 1972; Williams, 1985); 
and the time-tradeoff approach (Feeny, Labelle & Torrance, 1990; Torrance,1976, 1986, 1987; 
Feeney & Torrance, 1989).  This fork then separates these “high-intensity” health status measures 
according to the level of aggregation of their output.  Multidimensional health measures can 
provide a single aggregated score across all dimensions or scores for all disaggregated 
dimensions or the option of both if they prescribe a method of aggregation.  Holistic measures 
such as the time-tradeoff approach, health year equivalents (Mehrez & Gafni, 1989a, 1989b) or 
utility measures (e.g. Boyd, Sutherland, Heasman, et al, 1990; Llewellyn-Thomas, Sutherland, 
Tibshirani, et al, 1982; Read, Quinn, Berwick, et al, 1984) yield only a single score and, therefore, 
minimal information.  QALYs (quality-adjusted life years) represent, perhaps, the most sought 
after single index of health status for those involved in economic evaluations. 
 
 

2 MEASUREMENT 
 
 There is nothing inherent in the intention to measure that says the something to be 
measured must be clearly defined at the outset.  Measurement, by definition, is simply the 
assignment of numbers to events, objects or individuals, according to specified rules.  Whether 
the attribute being measured is physical or psychological, “hard” or “soft”, the focus of 
measurement is necessarily on the “something” that is measured.  The something in question 
may be abstract constructs that are incorporated into a theoretical or conceptual framework; 
“unobservables” that exist in the minds of researchers, such as health status, social support, and 
adjustment of illness; or concrete variables like the everyday physical attributes of height, weight, 
temperature, blood pressure and serum cholesterol.  Whatever the something, the question of the 
validity of measurement arises.  As it happens, we have a common understanding of the last 
class of attributes – there are explicit definitions, generally accepted measurement instruments, 
and so on.  Not so for the constructs of health status, social support or adjustment to illness. 
 
 As nonobservables, constructs have no direct measures.  To collect data about a 
construct, a researcher must choose one or more observable things to serves as instances or 
indicators of the phenomenon.  The class of observable things chosen to represent an 
unobservable construct is known as an operational definition.  The operational definition specifies 
what the researcher will do to ascertain the value of the conceptual variable in a given empirical 
instance.  Not surprisingly, this ‘process of linking abstract concepts to empirical indicants’ (Zeller 
& Carmines, 1980, p 2) raises questions of the good ness of the mapping or correspondence 
between concept and operationalization.  This is the theme of validity.  The validity question asks, 
in effect, whether a test measures what it purports to measure.  Does the operational definition 
“truly” measure the corresponding property as conceptually defined?  A valid indicator of health 
status or health-related quality of life allows us to make inferences about the health status of the 
individuals assessed, and not about some other variable (eg, adjustment to illness). 
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Scaling: A Caveat 

 
 Measurement is a process that involves both theoretical and empirical considerations.  
From an empirical point of view, the focus is on the observable response – the answer given to 
the interviewer, the mark on a self-administered questionnaire.  Theoretically, interest lies in the 
underlying unobservable (and directly unmeasurable) concept that the response represents.  
Another important facet to the usefulness and meaningfulness of health status indexes concerns 
the procedures for inferring numerical values from the kinds and types of responses elicited.  This 
is the issue of scaling, ‘the process by which we record and measure variables’ (Ghiselli, 
Campbell and Zedeck, 1981, p 391).  Scaling is an attempt to quantify individuals’ responses to 
stimuli (eg, descriptions of health states, health as it is experienced, etc). 
 
 Scaling methods (eg, standard gamble, time-tradeoff, category ratings, magnitude 
estimation, equivalence and willingness-to-pay) differ in the level of measurement they achieve, 
and in terms of the level of measurement required of respondents versus the level of 
measurement associated with the resulting scale.  For instance, with direct scaling, subjects are 
instructed to respond with or generate the scale required and the resulting data are treated as 
reflecting this level of measurement.  No analytical techniques are required to transform the 
response from one type of scale to another; rather the desired scale is obtained directly from the 
subject.  With indirect scaling, on the other hand, subjects are instructed to respond at a certain 
level of measurement, and the data are subsequently converted to a different scale by the 
researcher. 
 
 It is important to know what level of measurement a particular scaling method yields 
because the range of algebraic operations applicable to the data is constrained by the level of 
measurement achieved.  An obvious example is the application of quality of life measurement to 
resource allocation decision.  The comparisons across programs inherent in the compilation of 
“league tables” from cost-utility analyses requires a ratio-scaled denominator.  Most health 
economists have assumed that quality-adjusted life years (QALYs) have ratio scale properties but 
so far only a very few (eg, Nord, 1991, in press) have addressed this issue.  Similarly, other 
researchers concerned with the measurement of health status have typically assumed that 
subjects are able to generate interval and ratio scales directly.  Needless to say, the assumption 
should be tested. 
 
 We will take up the issue of scaling as it applies to the measurement of health status in a 
later paper because it is critically important in broadly-based generic measures and is a difficult 
area.  Here we will concentrate on the relationship between observed responses and 
unobservable constructs; ie, on the assessment of validity.  Of course, to the extent that the 
assumptions made about the scales associated with health status measures are not upheld, this 
puts the cart before the horse.2 
 

                                                   
2
  The level of measurement that researchers need to demonstrate depends on the use(s) to which health status scores are likely to 

be put and the requirements of analytical techniques that are brought to bear on the data.  For example, in controlled clinical trials 
evaluative indexes (as defined later in the text, see p.  ) are used to determine whether there is a treatment effect and often the 
data are analysed using analysis of variance techniques.  Application of analysis of variance (ANOVA) requires only interval scale 
data. 
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Random and Non-Random Measurement Error 

 
 According to classical test theory, empirical measurements are affected by only one type 
of error:  random error.  In this formulation, an observed score, X, is equal to the true score, T, 
plus a measurement error, E: X = T + E.  The random error component is uncorrelated with the 
true score and subsumes all the chance factors that operate to confound the measurement of any 
phenomenon.  In survey research, the types of errors that may be assumed to be random include 
those due to coding, ambiguous instruction, interviewer fatigue and the like.  The amount of 
random error is inversely related to the reliability of a measuring instrument. 
 
 Reliability concerns the extent to which measurements are repeatable in independent 
assessments.  The more consistent the results achieved by repeated measurements, the greater 
the reliability of the measuring procedure:  conversely, the less consistent the results, the less 
reliable the instrument.  ‘Thus, a highly reliable indicator of a theoretical concept is one that leads 
to consistent results on repeated measurements because it does not fluctuate greatly due to 
random error’ (Carmines & Zeller, 1979, p 12). 
 
 A number of observations about random error and reliability are commonly made which 
are relevant to the measurement of health status.  The first is that indicators always contain some 
degree of random error.  The very process of measurement means that no indicator can be 
perfectly reliable:  error-free measurement is impossible.  As Stanley (1971, p 365) has observed, 
‘The amount of chance error may be large or small, but it is universally present to some extent.  
Two sets of measurements of the same features of the same individuals will never exactly 
duplicate each other’.  The choice among indicators does not hinge on whether they contain 
random error but instead on the extent to which they contain random error, ceteris paribus. 
 
 The second point that should be underscored is that the effects of random error are totally 
unsystematic by nature.  The analogy is to the archer who sprays arrows about a point on the 
target such that they are as likely to hit to the right of the target as to its left or as likely to hit 
above or below the target.  Knowing where the last arrow landed does not allow one to predict 
where the next one will hit. 
 
 Thirdly, it should be clear that reliability is basically an empirical issue, rather than a 
theoretically-oriented one, and therefore less important than validity.  Obviously, it is more 
important to have a set of indicators that corresponds to the concept one wants to represent 
empirically than to have a set of indicants that are repeatable but not related to the concept in 
question.  On the other hand, to have a valid measure, one must have a reliable one.  The idea is 
captured schematically in Figure 3. 
 
 Still the bald statement of the necessary-but-not-sufficient requirement finesses some of 
the subtlety of the relationship between reliability and validity.  Conceptually, the distinction 
between reliability and validity is clear-cut.  In practice, however, the methods used to assess 
these properties – particularly the general tendency to evaluate validity in terms of bivariate rather 
than multivariate relationships and to assess the relationship between two measurements in 
terms of correlation coefficients – suggests that these two different characteristics of 
measurement lie at either end of a continuum, as illustrated in Figure 4.  In the case of reliability, 
the two measurements come from the same instrument.  In the case of validity, the two  
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Figure 3:  Reliability Versus Validity 
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Figure 4:  The Reliability-Validity “Continuum” 
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measurements derive from different instruments.  That being the case, it seems obvious that 
reliability is different from validity.  However, if we recognise that “different” instruments used to 
assess validity can have varying degrees of “difference”, and the “same” instrument can have 
varying degrees of “sameness”, the nature of the continuum becomes plain. 
 
 At one end of the continuum are correlations between identical methods of measurement.  
Test-retest correlations are based on two administrations of the same test.  At the opposite end of 
the continuum are correlations between very different methods of similar methods; validity 
estimates are correlations between maximally dissimilar methods (Kidder & Judd, 1986).  Both 
ends of the scale have obvious practical limits beyond which the correlations are completely 
meaningless.  The perfect correlation between test and retest measures that would ensue if the 
second administration of a test occurred immediately after the first and each respondent simply 
copied their answers from the previous administration would indicate nothing about the reliability 
of an instrument.  It would be a foregone conclusion.  Similarly, if two measures were so different 
that they lacked even face validity as measures of the same variable it would not be surprising to 
find a low correlation.  Figure 5 contrasts the case of three methods which do, in fact, measure 
the same underlying construct with that of three methods that perhaps nominally refer to the 
same construct but nonetheless tap three different constructs.  The trick is to find methods that 
are maximally different but which tap the same variable.  Then it is easy to defend the proposition 
that one is measuring validity, not reliability.  The problem is that the more methods differ the less 
likely it is that they are concerned with the same variable.  The multitrait-multimethod approach to 
construct validation, discussed below, takes advantage of hypothesized similarities and 
differences across measures. 
 
 In fact, random error is only one of two types of error.  A second type of error that 
impinges on empirical measurements, which is ignored by classical test theory, is systematic or 
non-random error.  According to this formulation, the observed score has three components:  
the true score, T, the systematic error component, S, and the random error component,  
E: X = T + S + E.  A non-random or constant error is one that systematically affects either the 
characteristic being measured or the process itself, tilting the results in one direction or the other.  
One kind of systematic error is bias, a consistent tendency for a measure to be higher or lower 
than it “should be”.  A bias that is constant across all subjects responding to a survey may 
seriously distort measures of central tendency but it will not affect the relationships at the bivariate 
or multivariate level.  For example, “yeasaying” (acquiescence) and “naysaying” responses may 
have a biasing effect on measuring instruments (see for example, Moum, 1988).  A second 
source of systematic error occurs where deviations from “true” scores on one measure are 
related to deviations in another measure being analysed concurrently, ie, measurement errors are 
correlated.  Validity estimates are affected by both systematic error and random error.  Reliability 
is affected only by random error.  Table 1 summarises the relationship between random and 
systematic error and reliability and validity. 
 
 

Table 1:  Categories of Error for Validity and Reliability 

 
 Random Error Systematic Error 
Reliability 
Validity 

Applicable 
Applicable 

Not applicable 
applicable 
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Figure 5:  Validity:  Operational definitions may include some irrelevant components and 
exclude some relevant portions of the underlying construct 
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 Method effects are probably the major source of correlated error in survey data.  They can 
occur for any type of survey item if there can be variation among subjects in the interpretation of 
the introduction, the question put, and/or the response scale employed.  More generally, 
correlated errors will emerge wherever subjects differ, these differences affect the way in which 
subjects answer two or more times, and these differences are not linked to the concept(s) the 
items were intended to tap.  The following example, after Andrews (1984), illustrates the 
phenomenon.  Suppose a survey item asks subjects to evaluate their own health by selecting one 
of a number of response categories ranging from “excellent” to “quite poor”.  Their answers will 
differ, partly because people’s perceptions of their own health do differ (valid variance).  
However, answers may also differ because people interpret the response categories differently 
(eg, “quite poor” may be more negative to some subjects than for others).  This is measurement 
error due to method (methods variance).  If a second survey item using the same response scale 
is included in the analysis with the above item, and if each subject interprets the meaning of the 
response categories in a consistent fashion, the two items would share measurement errors 
attributable to method. 
 
 The overlap in method effects give rise to covariation between the items, and this 
covariation is added to any covariation that may exist between the concepts which the items tap.  
This “extra” covariation – which is correlated error – increases the observed correlation if a 
positive relation exists among concepts, or decreases the observed correlation if a negative 
relative relation exists among concepts.3  Correlated errors may be anticipated with health status 
measures to the extent that they represent patients’ self-reports and share similarities in format. 
 
 Clearly, validity depends on the extent of random and non-random error present in the 
measurement process.  As Althauser and Herberlein (1970, p 152) have noted, ‘matters of 
validity arise when other factors – more than one underlying construct or methods factors of other 
unmeasured variables – are seen to affect the measured variable in addition to one underlying 
concept and random error.  Non-random error prevents empirical indicants from representing 
what they are supposed to represent:  the theoretical concept.’ 
 
 This said, it should be acknowledged, too, that the dichotomy that classical test theory 
draws between the “true” score and the error score has come to be regarded as rather simplistic 
– because the many standard approaches to estimating reliability (intra-observer, inter-observer, 
test-retest and parallel forms) do not exhaust the possible sources of “confounding”.  For 
example, in the present context it is probable that the form of the test (interview, telephone or 
self-administered), the time of day, or the setting in which the patient responds to questions/items 
about his/her health status (hospital, clinic, home, etc.) may have an impact on the observed 
scores (Green & Lewis, 1986; Shortell & Richardson, 1978).  This harks back to the point made 
earlier about evaluating test scores versus tests: 
 

 ‘The emphasis is on scores and measurements as opposed to tests or instruments 
because the properties that signify adequate assessment are properties of scores, not 
tests.  Tests do not have reliabilities and validities, only test responses do.  This is an 
important point because test responses are a function not only of the items, tasks, or 
stimulus conditions but of the persons responding and the context of measurement.  This 

                                                   
3
  The impact of error in the data is not “predictable” except in the case of bivariate random error.  Bivariate random error in the data 

on one or two variables reduces the correlation between them.  Bivariate systematic error in the data on one or two variables will 
either decrease or increase the correlation depending on the ratio of the covariances or error to the covariances of the true values 
(Rummell, 1970) 
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latter context includes factors in the environmental background as well as the assessment 
setting’ (Messick, 1989, p 14, emphasis supplied). 

 
 Given that there are multiple “facets” to any measurement situation, and that some of the 
variables “sampled” in the course of collecting data may contaminate the results, it seems 
reasonable that we attempt to identify, and then quantify, the sources of measurement error.  This 
is the premise behind generalizability theory (Cronbach, Gleser, Nanda & Rajaratnam, 1972).  
The advantage of conceptualising measurement in this way is that it prompts the researcher to 
test hypotheses:  to design studies in which facets of the measurement situation that are possible 
sources of error (eg, interviewer, setting, mode of administration) are systematically varied, and 
to calculate the relative contribution of such sources of variation in adding error to a measurement 
using analysis of variance (ANOVA) techniques.  This approach can lead to specific strategies to 
reduce the major components of error and to improve measurement.  It is consistent with the idea 
that we (should) seek a more precise estimate, rather than a “true” score. 
 
 The application of generalizability theory to the field of health status assessment has been 
very limited, notwithstanding its obvious relevance.  We are aware of only three studies in this 
area (viz. Bremer & McCauley, 1986; Chambers, Haight, Norman & McDonald, 1987; Evans, 
Cayten & Green, 1981). 
 
 

3. VALIDATION OF MEASUREMENT 
 
 Validity is an evolving concept (Angoff, 1988; Anastasi, 1986; Messick, 1989; Cronbach, 
1990).  The early focus on validity was pragmatic and largely atheoretical, as exemplified by 
Guildford’s statement that ‘in a very general sense, a test is valid for anything with which it 
correlates’ (1946, p 429).  Then, as now, validity was regarded as pre-eminent among 
psychometric concepts.  It was also recognized that, unlike reliability, validity is not an invariate 
characteristic of a test, but specific to the particular purpose.  Subsequently, validity was thought 
to be of several types:  criterion-related validity (subsuming the initially separate categories of 
predictive validity and concurrent validity), content validity, and construct validity.  This 
representation of validity persisted until well into the 1970s (and is current in many textbooks), as 
did the presumption that, as if by corollary, tests could be validated by any of these three general 
procedures.  Thus, the three types of validities were more or less regarded as alternatives -- 
though construct validity was seen almost ‘as a last resort where analysis of content or predictive 
power could not support a validity claim’ (Cronbach, 1990).  This prompted Guion (1980, p 386) 
to cast the three categories of “validity” tests as ‘something of a holy trinity representing three 
different roads to psychometric salvation.’ 
 
 The contemporary view is that construct validity provides the basis for a unitary 
conception of validity.  Cronbach has put it variously, and unambiguously, as ‘all validation is one’ 
(cited in Messick, 1989, p 18); and the ’30-year-old idea of three types of validity, separate but 
maybe equal, is an idea whose time has gone.  Most validity theorists have been saying that 
content and criterion validities are no more than strands within a cable of validity argument’ (1988, 
p 4).  The emphasis now is very much on the meaning or interpretation of measurements, as 
opposed to the test or observation device per se.  Validation is driven by theory and what is 
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validated are the inferences derived from test scores.4  As Messick (1989, p 13, emphasis 
supplied) puts it:  ‘Validity is an integrated evaluative judgment of the degree to which empirical 
evidence and theoretical rationales support the adequacy and appropriateness of inferences and 
actions based on test scores or other modes of assessment’. 
 
 Following from this, testing for validity is about supporting or defending inferences, not 
about demonstrating the psychometric properties of a scale.  In Landy’s words (1986, p 1186), 
‘researchers are not really interested in the properties of tests.  Instead they are interested in the 
attributes of the people who take those tests.  Thus, validation processes are not so much 
directed at the integrity of tests as they are directed toward the inferences that can be made about 
the attributes of the people who have produced those test scores’. 
 
 Needless to say, different sources and mixes of evidence can be used to support score-
based inferences and different sorts of inferences can be drawn from a given set of test scores.  
Such inferences can be of the ilk, X is a part of Y; X is an approximation of Y; or X is a sign of Y, 
corresponding to the labels content, construct, and criterion-related, respectively (Landy, 1986).  
This is no matter of semantics, of swapping one terminology for another – types of validities for 
types of inferences.  What is important is the switch in the focus of validation from the idea of 
“collecting alternative kinds of stamps” to hypothesis testing.  Inferences are hypotheses.  To the 
extent that all the forms of inference previously accorded the status of a type of validity bear on 
the valid interpretation and use of test scores, they are complements rather than substitutes.  By 
this reckoning, validity is a unitary concept and an evolving property.  It is not ‘a commodity that 
can be purchased with techniques’ (Brinberg & McGrath, 1985).  It is a matter of degree rather 
than an all-or-none property, and validation is a never-ending process.  Indeed, it can be said that 
‘as a process, construct validation (1) is never “once considered, forever handled”; (2) always 
involved multiple studies over many situations and populations’ (Green and Lewis, 1986, p 109).  
Most measures should be monitored continually to see if they are behaving appropriately.  The 
nature of the evidence required will depend on the type of validity and the purposes and 
circumstances relative to which validity is to be assessed. 
 
 The nexus between theory and validation is made quite plain by Green and Lewis (1986) 
in their clear and concise account of the process of construct validation.  In the beginning, one 
must specify what is meant by the target construct.  This is not a matter of coming up with a new 
label; it requires a definition and delineation of the construct.  Other concepts to which the target 
construct is hypothetically related must be identified and the nature of the hypothesized 
relationships among the constructs described.  At the outset one simply assumes (hypothesizes) 
that an instrument measures a specific concept.  To get beyond this, however, empirical testing is 
unavoidable.  Empirical evidence must be brought to bear on the hypothesized or predicted 
relationships among the constructs.  These data are very often simple correlation coefficients 
which are examined in terms of their magnitude and utility, not just their statistical significance.  
These initial findings provide confirmation or disconfirmation of the hypothesized relationships.  
Upon reflection, these data may lead to modifications in one or more of the following:  specified 
constructs; accepted indicators of the underlying constructs; hypothesized relationships among 
the specified concepts; and the method of obtaining measures of the underlying constructs.  This 
step is therefore part empirical evaluation, part theory construction.  Many questions must be 
addressed:  “What concepts account for the respondents’ observed test scores?”  Is the 
explanation consistent with the hypothesized relationship?  Are there alternative explanations that 

                                                   
4
  The term test score is generic and is used to mean any consistent behaviour or attribute observed or documented by any 

means. 
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can account for the pattern of test scores?  Once this round of results is reconciled with the 
theoretical base, further empirical testing is called for.  And so it continues. 
 
 Thus, construct validation can be described as ‘a process by which you test the theoretical 
relationships among underlying concepts against hypothesized relationships and then revise the 
theoretical formulations or the measures accordingly’ (Green & Lewis, p 108). 
 
 By this account, theory informs and is informed by construct validation.  This is in marked 
contrast to much of the research on health status measurement.  Patrick and Bergner (1990, p 
175) note reproachfully that, 
 

At present, researchers tend to approach the relationship among endpoints inductively by 
collecting data and examining the correlation among measures.  Little hypothetical or 
deductive reasoning is involved in either the selection of measures or the analysis of 
results.  A priori hypotheses and head-to-head comparisons of different dimensions will 
be important for determining the association between specific disease states or disorders 
and their behavioral, perception, and social consequences. 
 

Of course, where a given researcher enters the process depends very much on the maturity of 
the construct (the extent of previous research and validation) and the degree of confirmation of 
the network of constructs in which the target construct is embedded.  The testimony of Patrick 
and Bergner implies that attention to theoretical relationships between health status and other 
constructs is long overdue. 
 

Means-Ends Relationships in Health Status Assessment 

 
 It has long been recognized that, strictly speaking, one does not validate a measuring 
instrument; rather one evaluates the use(s) to which the instrument is put.  The distinction is 
central to validation, as that term is now understood, since a measuring instrument may be quite 
valid for one purpose and almost worthless for other purposes.  This is not to say that a 
measuring instrument may not be useful for a number of different purposes.  However, the 
validity of the measuring instrument must be determined empirically for each purpose.  In each 
case, the question is whether the inferences made are appropriate. 
 
 In the literature on the measurement of health status, the significance of the purpose or 
applicability of health indexes has been emphasized by Kirshner and Guyatt (1985), in particular.  
They identify three broad categories of health indexes:  discriminative, predictive and evaluative.  
Broadly, discriminative and predictive indexes are distinguished according to whether there is a 
“gold standard” or other external criterion against which the measure can be validated. 
 
 A predictive index is defined as one that is used to assign individuals to one of a number 
of predetermined measurement categories, given that a gold standard is available, either 
concurrently or prospectively, to determine whether individuals have been assigned correctly.  A 
discriminative index, on the other hand, is one that is used to distinguish among individuals and 
groups on an underlying dimension (ie, defining cross-sectional differences) where there is no 
external criterion against which the measure can be validated.  An evaluative index is used to 
measure the magnitude of the change within individuals over time on a dimension of interest. 
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 The vast majority of health status instruments are discriminative or evaluative, rather than 
predictive – since there is no (recognized) gold standard.  A number of health status indexes (eg, 
the Sickness Impact Profile, and the Nottingham Health Profile) are intended to be used as 
combined discriminative and evaluative health status measures ie, ‘appropriate and sensitive 
enough to be applicable to the assessment of the total health status of population groups and 
specific enough to permit evaluation of a specific health program directed toward a circumscribed 
group’ (Jette, 1980).  Whether their use is valid for these different purposes is an empirical 
question.  Certainly, the supporting evidence should be reviewed carefully since a priori ‘the 
requirements of maximizing one of the functions of discrimination, prediction, or evaluation may 
actually impede the others’ (Kirshner & Guyatt, 1985). 
 
 In subsequent reports, we will examine the available evidence on the validity of a selected 
set of health status measures for each of these purposes. 
 
 At the most general level, there are two types of evidence on which we can base 
inferences about the degree to which indicants of health status measure the concept of health 
status per se, rather than systematic sources of variation, and random error: 
 

1. Internal association:  the pattern of interrelationships among the indicants 
designed to measure a theoretical concept. 

2. External association:  the pattern of relationships that exists among indicants 
designed to measure the theoretical concept and other variables. 

 
 
 By rights, what ought to follow from this discussion is a section on the methodology of 
hypothesis testing.  In fact we have opted to stick with the traditional headings, in part because 
the ‘labels … are not completely useless, nor are they interchangeable’ (Landy, 1986, p 1185) 
and, in part because these terms are still very much part of the vocabulary of validity theorists 
and appear intact in the applied literature.  Our compromise is to underscore the nature of the 
inference(s) that each “type” of validity may help support and to discuss their relationship to the 
process of construct validation. 
 

X Is A Part of Y:  Content Validity 

 
 In its classic form, content validity concerns the extent to which a measuring instrument 
taps a specific domain of content about which inferences are to be drawn or predictions made.  
Insofar as the items reflect the full domain of content, they are said to be content-valid.  In 
practice, content-related evidence generally takes the form of consensual judgements that the 
content of the test is representative of and relevant to a particular domain of interest. 
 
 It follows that there are two interrelated steps involved in achieving content validity.  The 
first step is specifying the domain of content; it is essentially a requirement of operational 
definition and is concerned with content relevance.  The second step involves specifying 
procedures for selecting and/or constructing a representative collection of items.  It is concerned 
with content coverage.  Neither of these steps is straightforward.  For example, it is not enough to 
use construct theory as a basis for specifying the boundaries and facets of the domain of 
reference.  The items generated need to be judged relevant to the domain with a high degree of 
consensus.  This raises the question of domain clarity, the extent to which a domain is sufficiently 
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well-described that different researchers working independently produce broadly comparable 
tests. 
 
 In fact, often it is not logically possible or feasible to specify the domain of content.  Health 
status is clearly a case in point.  Definitions of health abound.  The most widely known global 
definition of health is that offered by the World Health Organization viz, ‘health is a state of 
complete physical, mental, and social well being, and not merely the absence of diseases and 
infirmity’ (WHO, 1958).  This definition has been criticised for its simplicity and abstractness by 
Goldsmith (1972, p 213) who regards the difficulty in conceptualising health as ‘perhaps the major 
constraint on the development and usefulness of health status indicators’.  Likewise Jette (1980) 
noted that many definitions of health are ambiguous and abstract to the point that they resist 
operationalization.  More than a decade later, Whitlaw and Liang (1991) have ventured that such 
operationalization would be advanced by embarking on a series of studies with the aim of tackling 
‘the specific conceptual and measurement issues which each of the dimensions of health in the 
WHO definition’ (p 333). 
 
 Still, researchers have been largely undeterred by the difficulty in achieving a consensus 
definition of health that can be operationalized.  Beginning with the measures rather than the 
concept, Ware (1984c) observes that ‘a review of the content of published health status and 
[health-related] quality of life survey instruments reveals substantial overlap in the way these 
concepts have been defined and measured’.  The explanation for this informal consensus is 
apparently straightforward:  ‘Although there are many different diseases, the problem of 
conceptualising and measuring the impact of disease on quality of life is not completely 
overwhelming because there seems to be a manageable number of concepts to be considered’ 
(p 2317).  Patrick and Deyo (1989) provide a summary of the major concepts of health-related 
quality of life contained in six well-known generic measures of health status, presented in Table 2 
below (see also Patrick & Erickson, 1988a; 1988b). 
 
 As Table 2 indicates, there is a broad consensus about what dimensions should be 
included, as might be expected given the WHO definition as a usual point of departure, but by no 
means total agreement about all “ingredients”.  As Kaplan (1985, p 96) comments, ‘with 
surprising consistency, authors quote the WHO definition and then present their methods 
measuring each of the three components of health [physical, mental and social health]. … So 
prevalent is the notion that health measures must include these three components that many 
reviews now negatively evaluate any measure that does not conform to the WHO definition.’  Of 
course, these remarks are not unpremeditated:  the central point of Kaplan’s piece is to challenge 
the orthodoxy of the WHO definition.  In particular, he queries whether “social health” is a 
meaningful and distinct entity.5  Conversely, Spitzer (1987b, p 468) states: 

                                                   
5
  The nub of Kaplan’s position can be summarized in terms of a number of propositions viz. 

 

(i) social health consists of at least two dimensions, social activities and social resources; 

(ii) the social activities portion of social health is included within the measurement of health status; health conditions 
are important because they disrupt “functioning” or cause premature death; 

(iii) since functioning includes social activities it is unnecessary to include social health or social function as a 
separate component of health status; 

(iv) the portion of health missing from the definition of health status is the social resources or social support 
component of health status; 

(v) this being the case, efforts should be directed at identifying the role of social support as a mediator of health 
status. 
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Table 2:  Major concepts of health-related quality of life contained in selected generic 
measures 
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‘To conclude this section about the nascent consensus concerning what attributes or what 
constructs we measure with what type of questionnaire, I will point to common features of 
all the types of generic data gathering instruments I have discussed.  In my view, we are 
not in the domain of either quality of life measurement or health status measurement 
unless we include physical function, social function, emotional or mental state or mental 
status, burden of symptoms and perception or sense of well-being.  These five groups of 
attributes seem to be found in most accepted and validated instruments.  I would 
challenge those proposing a scale or index with less [sic] than those dimensions about the 
content validity of their measure.’ 

 
 De Groot’s (1986) concerns, on the other hand, are more diffuse and, in a way, even more 
far reaching.  A particular concern for De Groot is the propensity toward an unreflective segue 
from definition to measurement (and its psychometric sequelae) of health-related quality of life 
without answering the critical question of what it is that the ensuing instruments are supposed to 
measure or predict.  Thus: 
 

‘Curiously, in most research on QL [quality of life] the question of what its assessment is 
ultimately aimed at is given relatively little attention.  It is of course conceded to be a 
problematic construct on which opinions and theories differ, as do empirical approaches.  
After a few obligatory statements of this general nature, authors of psychometric studies 
tend to quickly shift to what they regard as their main business, namely the task of 
‘measuring’ QL by means of some preferred operationalization’ (p 67). 

 
The “psychometric shortcut to measurement”, as De Groot refers to this approach, finesses a 
number of issues which, whilst not central to the present discussion – in part, for the very reason 
pin-pointed in the above quotation – are very important, nonetheless.  One is whether the quality 
of life value of person P at time T is a momentary feeling of well-being, or whether it is conceived 
as an attitude, a more or less stable disposition.  This is a question that is seldom addressed 
conceptually and even less so empirically (however, see Moum, 1988, for a discussion of mood-
of-the-day effects).  Health as well-being is essentially an attitudinal or value concept.  We know 
that “adjustment to illness” is an almost universal phenomenon and the development of scales to 
measure it is a thriving industry (eg, Arpin, Fitch, Browne & Corey, 1990; Browne, Arpin, Corey, et 
al, 1990; Derogatis, 1986, Felton & Revenson, 1984; Felton, Revenson & Hinrichsen, 1984; 
Folkman, Lazarus, Gruen, DeLongis, 1986; McFarlane, Norman, Streiner, et al, 1980; Morrow, 
Chiarello & Derogatis, 1978; Roberts, Browne, Brown, et al, 1987a; Roberts, Browne, Streiner, et 
al, 1987b; Viney & Westbrook, 1984).  There is evidence, too, that long-term health-related values 
can differ significantly from current preferences for long-term treatment (Christensen-Szlanski, 
1984; Christensen-Szlanski & Northcraft, 1985).  At a more general level, it is worth reading the 
autobiography of the late Alan Marshall, crippled by accident as a boy and writer of exquisite 
children’s stories for people of all ages.  In his late years, he concluded that the richness of his 
life, consequent upon his reduced physical functioning, was such that, with hindsight, he would 
again choose the crutches. 
 
 Another question worth asking is whether the person P should be regarded simply as a 
(non-reactive?) “measurement gauge” in a process in which it is his/her task to give ‘relatively 
simple answers to simple questions’ and it is the researcher’s responsibility to integrate the 
answers and compute P’s QL-value. 
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 Even within the psychometric tradition, however, there is considerably more that could be 
done.  For example, despite the fact that expert judgement is a key ingredient in attesting to 
content relevance, systematic attempts to document the consensus of multiple judges are not 
commonplace in test-construction (Messick, 1989).  By and large, the imprimatur of experts 
seems to be bestowed in an informal manner via a post hoc process.   In principle a number of 
approaches could be used to formalise judgements about content relevance.  For example, 
content experts could rate each item in terms of the degree to which it reflects the dimension of 
the domain the item is supposed to reflect.  Alternatively, content experts could match each item 
to the domain dimension they think the item best represents.  A relevant consideration in applying 
such tactics to the case of health status measurement is, “who are the relevant experts?”  Who 
should judge the relevance of items purporting to reflect different health status dimensions? 
consumers, patients, physicians, or care-givers?  Any number of researchers (eg, Greenwald, 
1987; Hays & Stewart, 1990; Jenkins, Jono, Stanton & Stroup-Benham, 1990; Segovia, Bartlett & 
Edwards, 1989; Ware, Brook, Davies-Avery, et al, 1980) have used factor analyses and other 
techniques to explore the “dimensionality” of health status.  We are aware of only one published 
study in the health domain that involves any analysis of judges’ assessments of whether or not 
items included in a proposed health status measure reflected the content defined by the 
corresponding dimensions (Lomas, Pickard & Mohide, 1987). 
 
 To address the second facet of content validity, content representativeness, one must 
know not only the boundaries of the domain but also its logical or psychological subdivisions 
(Messick, 1975; 1989).  As we indicated above, considerably more attention has been paid to 
exploring the structure of the health-related quality of life than to verifying whether items 
developed to reflect on a particular dimension do, in fact, do so.  With content coverage the 
concern is with domain sampling, or with whether the items slated for inclusion in the test 
systematically represent each subdivision (eg, dimension of health-related quality of life).  
Alternative rules can be specified regarding the actual number of items used to represent each 
health dimension eg, uniform coverage or inclusion in proportion to judged importance. 
 
 The task of formulating a collection of items that is broadly representative of a concept is 
made ipso facto more difficult as the number of potential foci increases.  The selection of content 
(eg, dimensions of health and the extent of coverage within each) involves questions about 
values – decisions about what is relevant and important and should therefore be included.  
Without an agreed upon domain of content relevant to the phenomenon, there is no prospect of 
ensuring a random sampling of content, and without that, it is impossible to ensure the 
representatives of particular items.  It is also impossible to specify exactly how many need to be 
developed to represent any particular domain of content. 
 
 The selection of items raises, too, the problem of trading off content, veridicality of 
responses and measurement.  To satisfy requirements for the first two factors, it may be deemed 
necessary to build in some redundancy; ie, two or more questions that overlap in the particular 
domain of inquiry.  This, of course, yields over-measurement of that content item in response 
scales and the trade-off between item selection and reduction is not easy to deal with. 
 
 An added complication with health status measures is that the purpose for which the 
measure is being constructed should have a significant bearing on item selection and item 
reduction, too.  As Jette (1980, p 568) puts it, ‘the number of foci assessed and the extent of 
coverage within each is determined by … the purpose or applicability of the indicator’.  For 
example, the likelihood that patient status on a particular item will change as a result of an 
intervention or treatment would be a crucial element of an evaluation instrument.  Where the 
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construction of a discriminative instrument is concerned the accent should be on items that are 
important to patients and are stable over short periods of time (Kirshner & Guyatt, 1985). 
 
 These difficulties reveal quite clearly the rather fundamental limitations of the traditional 
notion of content validity as an arbiter of validity per se.  In the absence of objective, well-defined 
criteria, ‘inevitably content validity rests mainly on appeals to reason regarding the adequacy with 
which important content has been sampled and on the adequacy with which the content has been 
case in the form of test items’ (Nunally, 1978, p 93).  This problem is associated with another, 
more fundamental problem:  that in content validation, ‘acceptance of the universe of content as 
defining the variable to be measured is essential’ (Cronbach & Meehl, 1955, p 282).  For these 
reasons, it was suggested, even when the Trinitarian approach to the validation of measurement 
was generally accepted, that content validity is ‘basically judgmental and should not be used as 
the sole criterion of validity’ (Messick, 1989, p 40). 
 
 The contemporary viewpoint is that ‘content validity is not validity at all in the sense shared 
by the other types, or aspects of construct validity’ (Angoff, 1988).  As stated by Messick (1975), 
‘the major problem … is that content validity … is focused upon test forms rather than test scores, 
upon instruments rather than measurements.  Inferences … are made from scores, and scores 
are a function of subject responses’ (p 960).  Unlike other conceptions of validity, ‘content validity 
gives every appearance of being a fixed property of the test … rather than being a property of the 
test responses’ (p 959).  And, as discussed above, score-based inferences are the foundation of 
validity.  The aim of validity testing is inferential. 
 
 A measure that includes a more representative sample of the target concept or dimension 
allows us to make inferences that are broader or more generalizable.  If there are important 
aspects of health outcomes that are omitted on health status measures, we are likely to make 
some inferences that are wrong.  In this case, it is our inferences, not the instruments, that are 
invalid.  For example, knowing a rheumatoid arthritis patient’s grip strength does not allow us to 
make accurate inferences about morning stiffness or joint count, except insofar as these 
attributes are correlated with grip strength.  As Cronbach (1988, p 151) states, content validation 
stops with a demonstration that a test conforms to a specification; however, the claim that the 
specification is well chosen embodies a CV [construct validity] claim’. 
 

X As A Sign of Y:  Criterion-Related Validity 

 
 According to Nunally (1978), criterion-related validity ‘is at issue when the purpose is to 
use an instrument to estimate some important form of behaviour that is external to the measuring 
instrument itself, the latter being referred to as the criterion’ (p 87, emphasis supplied).  After the 
criterion has been obtained, determining the validity of the measuring instrument is 
straightforward.  It typically involves correlating scores on the measuring instrument with scores 
on the criterion variable. 
 
 The magnitude of the correlation is viewed as a direct indication of the amount of validity.  
Indeed, the extent of the correspondence is widely seen as the only kind of evidence that is 
relevant to criterion-related validity.  If the correlation is “high”, no other standards are necessary.  
This being the case, criterion-related validity can be described as empirically-oriented and largely 
atheoretical.  It differs in this respect from nomological relatedness, the extent to which different 
constructs that are related in lawful ways.  With criterion validity the emphasis is very much on 
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the usefulness of relationships in applied contexts.  As a result there is no criterion or single 
criterion-related validity coefficient.  Rather, there are as many coefficients as there are criteria of 
interest vis a vis a particular measuring instrument – although, in practice, it may well be more 
difficult to obtain a good criterion than to obtain a measuring instrument.  And, it is here that 
theory tends to be involved, even if only indirectly, since there must be some basis for the 
selection of the criterion variable(s).  This being the case, the practical utility of criterion validation 
depends as much on the criterion as it does on the quality of the measuring instrument itself.  As 
Cronbach has suggested ‘all validation reports carry the warning clause, “insofar as the criterion 
is truly representative of the outcome we wish to maximise”’ (1971, p 488).  To the extent that the 
choice of the predictor test is influenced by hypotheses about the nature of the criterion domain, 
the criterion-related evidence tends to contribute to the validation of both the criterion and the 
predictor. 
 
 Two types of criterion-related validity are customarily identified, on the basis of when the 
criterion data become available.  If the criterion exists at the same point in time as the measure, 
then concurrent validity is assessed when the correlation between the two sets of scores is 
obtained.  Predictive validity, on the other hand, is concerned with a criterion that will become 
known in the future, which is correlated with the relevant measure.  In the first case, it seems 
legitimate to wonder why it is necessary to introduce a measuring instrument when the criterion or 
gold standard is readily available.  The answer must be that the index offers something the gold 
standard does not.  Perhaps it is quicker, cheaper, less risky or less demanding in terms of the 
burden it imposes on respondents.  With the second-type of criterion-related validity, the 
advantage of the measuring instrument is more transparent viz, timeliness. 
 
 As Messick (1988, p 36) indicates, ‘the key inference that is sustainable from a statistically 
significant criterion-related validity study is that there is a dependable relationship in the particular 
setting between the predictor test or tests and the criterion measure.  The inference the 
practitioner wishes to make, however, is that the test should be used for selection [or 
classification].’  Although the ‘proof of the pudding’ is often said to be in the correlations where 
criterion-related validity is concerned, the usefulness of a predictor variable is only partly a 
function of the strength of the criterion-predictor relationship.  In fact, the usefulness of the 
measuring instrument in a particular applied setting depends on four factors:  (i) the strength of 
the ‘true’ relationship between the predictor variable and criterion variables; (ii) the selection ratio 
or location of cut-off point on the predictor variable; (iii) the base rate for success (ie, ratio of 
successes to failures); and (iv) whether being above the cut-off score on the predictor variable 
has implications for performance on the criterion variable (Einhorn & Hogarth, 1978; Hogarth, 
1980).  The significance of each of these factors is examined below.  Before we get to this, 
however, the purposes of testing in applied contexts warrant some amplification. 
 
 The reason for testing is very straightforward.  Testing is invoked as an aid to making 
“sorting-type” decisions, involving selection, classification or diagnosis, as a basis for future 
action.  In selection decisions, individuals are either accepted or rejected for a given treatment.  In 
classification decisions, individuals are assigned to one of two or more categories of treatments.  
Diagnosis-related decisions may involve selecting or classifying individuals on the basis of their 
current needs (remedial diagnosis) and/or predicting which individuals will respond favourably to 
the available treatment or more favourably to one treatment among a set of alternatives 
(readiness diagnosis).  Very often the situation is one where “demand” outstrips “supply” and it is 
deemed appropriate to make “awards” or allocate resources on the basis of a predictor of 
“potential to succeed” (according to a criterion).  The gist of the classic selection task is 
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represented in Figure 6.  Together with Figures 7 and 8 below, it provides the basis for explaining 
the role played by the above-mentioned determinants of the usefulness of a test. 
 
 The first of the determinants listed is the ‘true’ relationship between the test score and the 
criterion.  This relationship, conventionally summarized by the correlation coefficient, is reflected 
in the shape of the ellipse (covering the full range of scores on the predictor and criterion 
variables).  The narrower the ellipse, the more “predictive” the test – in the sense that higher 
scores on the measuring instrument are associated with higher scores on the criterion variable.  
Figure 7 juxtaposes the two extremes:  a case where scores on the measuring instrument are 
perfectly correlated with the criterion (Figure 7a) and a case where the measuring instrument is 
not correlated with the criterion (Figure 7b).  In the former case, utilizing scores on the predictor 
variable as a basis for making decisions is tantamount to random selection, ceteris paribus.  In 
the latter case, because the measure is a perfect predictor of the criterion variable, a decision-
maker applying a cut-off on the basis of individuals’ test scores would identify and select only 
those who will succeed according to the criterion ie, there would be no “false positives”, only “true 
positives”. 
 
 Figure 6 depicts the usual case where there is an imperfect positive relationship between 
the predictor and the criterion.  It indicates that, on average, candidates with high scores on the 
measuring instrument should perform better than candidates with low scores.  The upshot is that 
decisions based on test scores are inevitably associated with some true positive outcomes and 
some false positive outcomes. 
 
 Sometimes, the issue is one of incremental criterion-related validity ie, what improvement 
is wrought by using this versus that predictor variable?  (Sechrest, 1967).  There are applications 
where the use of a measuring instrument with only a modest correlation with the criterion (eg, 
correlations of .30 to .40) leads to highly important improvements in the average level of 
performance. 
 
 Of course, the use of correlation coefficients is not without its problems.  In most validation 
exercises, only the coefficients are reported and this is not good enough, simply because the 
figures are averages.  A useful point to bear in mind here is that the correlation coefficient is 
calculated from a linear model.  If a set of data points have a distinct non-linear relationship, the 
pattern will not be well fitted by a straight line (Edwards, 1976; Feinstein & Kramer, 1980).  The 
distribution of data points is important and these are usually neither given nor explained when 
they are given.  The distributions are inherently interesting because low-score and high-score 
biases can lead to identical coefficients.  More importantly, unless the investigators and the 
reader can be sure that the population is homogeneous with respect to all dimensions that affect 
responses, the scores may reflect different biases.  For example, there is evidence that 
responses are likely to be affected by age and cultural differences (eg, Aday, Chui & Andersen, 
1980; Angel & Cleary, 1984, Angel & Throits, 1987; Baum & Cooke, 1989; Charny, Lewis & 
Farrow, 1989; Donaldson, Atkinson, Bond & Wright, 1988; Hui & Triandis, 1989; Hunt, McEwen & 
McKenna, 1986; Hunt & Wiklund, 1987; Lewis & Charny, 1989; Wright, 1986) and low coefficients 
may be explained by these characteristics.  In that sense, correlation exercises can play an 
investigatory role in developing health status measures. 
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Figure 6: Continuous test-criterion distribution treated as a dichotomous selection 
decision 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 The second determinant of the usefulness of a test is the cut-off score adopted.  It also 
affects the relative number of true positives or “successes” observed.  This can be demonstrated 
simply by observing the effect of applying the cut-off X’ versus the cut-off X” in Figure 6.  The 
more stringent cut-off, X”, is associated with a lower selection ratio (or “awards” to applicants) 
and a greater ratio of successes to failures, despite the fact that the strength of the relationship 
between the predictor and the criterion variables is identical (as measured by the shape of the 
ellipse).  Needless to say the location of the cut-off itself may be affected by the values we attach 
to different outcomes e.g., true negatives versus false positives. 
 
 The third factor is similar to the second.  It, too, concerns the location of a cut-off, this time 
in relation to the criterion variable.  The lower the criterion for success the more successes there 
will be for a given correlation between test and criterion and cut-off score on the test.  This factor 
is known as the base-rate of success. 
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Figure 7a:  Perfect relationship between predictor and criterion variable 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7b:  Lack of relationship between predictor and criterion variable 
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 The fourth factor is more subtle, and pertains to the possible implications of being 
selected (or not selected).  It is often the case that some “treatment” intervenes between the test 
and the criterion, such that performance on the criterion is above (below) that which would be 
predicted solely on the basis of the test-criterion relationship.  The question is whether there are 
“real” consequences associated with being accepted versus rejected.  Are resources bestowed 
that cause recipients to perform better than they otherwise would?  Figure 8 shows a positive 
“treatment effect”:  there is an upward impetus on criterion outcomes for those individuals whose 
test scores lie above the cut-off X’. 
 
 

Figure 8:  Selection decision where individuals accepted receive special treatment thus 
inflating criterion variable scores relative to the “true” relationship between predictor and 
criterion variables (as reflected by ellipse with broken line) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source:  Adapted from Hogarth, 1980 
 
 
 Thusfar, we have followed the practice of using the correlation coefficient as an index of 
criterion-related validity.  In fact, as Messick (1989) points out, there are sound reasons to rely on 
regression equations instead – provided, of course, we are dealing with interval-scaled variables.  
In addition to providing information about the strength of the test-criterion relationship, regression 
analysis conveys information about test and criterion variance and about mean levels and 
standard errors of estimate.  Further, regression slopes and errors of prediction are more stable 
across groups.  Unlike correlation coefficients, regression coefficients are not subject to 
attenuation due to criterion unreliability and restriction of range due to selection.  Another reason 
for preferring regression equations over correlation coefficients is the greater statistical power of 
differential prediction studies (regression systems) vis a vis differential validity studies (correlation 
coefficients). 
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 Applications of criterion-related validity involving the measurement of health status have 
generally been as scarce as the proverbial hens’ teeth.  We discuss some of the reasons why 
below.  It is, however, worth nothing one exception, namely a study by Kaplan (1987) in which the 
causal direction of much health-related quality of life research was reversed.  Kaplan enquired 
whether patient reports of health status are predictors of physiological health in chronic disease, 
rather than vice-versa.  This study seems to us to invoke the concept of criterion-related validity.  
Briefly, her results indicate that, although the physiological measures at baseline were the best 
predictors of the physiological measure at follow-up, explaining 36% of the variance in blood 
sugar and 24% of variance in blood pressure at follow-up, the inclusion of the survey measures of 
functional limitations and perceived poor health resulted in a 34% improvement in the prediction 
of follow-up blood sugar and a 42% improvement in the prediction of follow-up blood pressure, 
respectively.  It therefore focuses on the increment in criterion-related validity that is achieved by 
adding predictor variables to the regression equation.  The study is exploratory, and not without 
its methodological problems (as detailed in Patrick’s 1987 commentary).  However, it is likely to 
be among the first of a genre of studies to explore the interactions between aspects of perceived 
health status and physiological health outcomes with a view to identifying patients at risk for poor 
health outcomes in the future and improving the short-term clinical management of patients with 
discrepant physiological measures and perceived health status (see also Ganz, Lee & Siau, 1991; 
McClellan, Anson, Birkeli & Tuttle, 1991). 
 
 Kaplan’s research is also important because it, too, raises the question of whether what is 
measured in studies of health-related quality of life is quite independent of disease, or 
characteristic(s) of the individual.  The question is whether ‘perceived health status, like 
happiness, is both a state and a trait’ (Patrick, 1987, p 39S; see also De Groot, 1986; Donabedian 
et al, 1987; Miettinen, 1987).  Needless to say, the issue and its resolution are very much in the 
province of construct validation. 
 
 Traditionally, the most important limitation of criterion validation procedures is the non-
availability of relevant criterion variables.  As a general rule, it can be said that the more abstract 
the concept the less likely it is that one will find an appropriate criterion.  And so it is with the 
concept of health status (Kaplan’s study notwithstanding).  Indeed, not only is it usually said that 
there is no criterion available for the validation of measures of health status, but very often in 
health care selection tasks (such as choosing which patients in the intensive care unit to afford 
priority or treat aggressively, given limited resources), a measure of health-related quality of life is 
much sought after as the criterion.  Certainly, physicians working in intensive care reportedly 
must often make decisions without knowing anything of the relationship between their judgements 
about a patient’s likely future quality of life and the actual quality of life a patient will experience 
(ie, the criterion) or without having the (ethical) latitude to “experiment” and obtain feedback by 
varying their thresholds for treating further versus not treating further.  In such instances the 
criterion and the measure could be, alternatively, the patient’s expected quality of life as judged 
by the physician and as assessed by some health instrument.  The possibility of switching back 
and forth between measure and criterion makes the need for a construct-validated criterion quite 
salient.  Cronbach (1990, p 151) puts it this way:  ‘In criterion-related validation we generally 
should inspect the criterion for contaminants and missing ingredients.  That is, CV [construct 
validity] of the criterion is wanted.’ 
 
 An important issue in setting the research agenda for the future is whether it is a 
satisfactory state of affairs for researchers in the field of health status assessment to shy away 
from the notion of criterion validation.  As we suggested above, Kaplan’s study may represent 
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something of a precedent in this respect.  Further, Spitzer (1987a:  see Donabedian et al, 1987) 
has recently advocated that we retire the hackneyed observation that we have no gold standard 
and adopt instead a gold alloy standard.  He questions whether after ‘about two decades after we 
really got going in this area, [it is tenable that] we are still saying there is no gold standard’ (p 
188).  He suggests that either someone should be given the remit (and resources) to set up a 
reference laboratory to develop a gold standard that can be used by the research community for 
the purpose of criterion validation, or we should adopt a gold alloy.  He argues that, without this 
step forward, we are doomed to engage in construct validation exercises over and over again. 
 

X Is An Approximation of Y:  Construct Validity 

 
 It is an accepted rule-of-thumb that the degree to which it is necessary and difficult to 
validate measures of theoretical concepts is proportional to the degree to which they are concrete 
or abstract.  In the preceding discussion, we have suggested that the traditional concepts of 
criterion-related validity and content validity are of limited usefulness per se where abstract 
concepts like health status are concerned.  The burden of proof that health status measures 
measure health status rests with construct validation.  As early as 1955 Cronbach and Meehl 
noted, ‘construct validity must be investigated whenever no criterion or universe of content is 
accepted as entirely adequate to define the quality to be measured’ (p 282).  Today’s Unitarian 
approach to the validation of measurement merely underscores the point. 
 
 Cronbach and Meehl also specify the pre-conditions as follows:  ‘Construct validation 
takes place when an investigator believes his instrument reflects a particular construct, to which 
are attached certain meanings.  The proposed interpretation generates specific testable 
hypotheses, which are a means of confirming or disconfirming the claim’ (1955, p 290, emphasis 
added).  Thus, construct validity is evaluated within a given theoretical context.  More particularly, 
construct validity is concerned with the extent to which the relationship between a particular 
measure and other measures are consistent with theoretically-derived hypotheses about the 
concepts (or constructs) being measured. 
 
 According to the most prevalent point of view, construct validation involves three 
identifiable steps:  (1) specifying the domain of observables related to the construct; (2) 
determining the extent to which the observables tend to measure the same thing or different 
things; and (3) subsequently doing studies of individual differences and/or controlled experiments 
to determine whether presumptive measures of concepts yield the kinds of results that are 
predictable on the basis of acceptable theoretical hypotheses concerning the construct.  Aspect 3 
has to do with determining whether expected correlations between the presumptive measure of 
the construct and measures of other constructs are obtained and/or whether the measure in 
question is affected in expected ways by experimental treatments. 
 
 Evidence in respect of aspect 3 accrues from many studies.  As Zeller and Carmines 
(1980) explain, ‘construct validity is not established by confirming a single prediction on different 
occasions or confirming many predictions in a single study.  Instead, construct validation ideally 
requires a pattern of consistent findings involving different researchers across a significant 
portion of time and with regard to a variety of diverse but theoretically relevant variables.  Only if  
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Figure 9:  The construct validity dilemma 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source:  Adapted from McGrath, 1982. 
 
Notes: 
 

1. The Sickness Impact Profile (SIP) focuses on the sickness/dysfunction end of the 
health status continuum and encompasses physical and psychosocial dimensions 
(see, for example, Bergner, 1987). 

 
2. The Medical Outcomes Study (MOS) social Support Survey is a brief, 

multidimensional, self-administered measure of functional support (see Sherbourne 
and Stewart, 1991). 
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and when these conditions are met can one speak with confidence about the construct validity of 
a particular measure’ (p 82). 
 
 It may be argued that there is a logical fallacy involved in claiming that evidence of 
external associations such as that discussed above constitutes “proof” of construct validity.  
Following the logic of construct validity, it is reasoned that if concept A and concept B should be 
related from a theoretical standpoint, the measures that are designed to represent these concepts 
should be related empirically. 
 
 There are a number of weaknesses in this conception of validity (see Runkel & McGrath, 
1972) that can be readily explained with the aid of Figure 9.  First, its manifestation depends on 
the validity of measure b, the operational definition of concept B.  The inferred validity from 
measure a to concept A can be no better than the validity from measure b to concept B.  Second, 
the determination of the construct validity of measure a is confounded with a test of the validity of 
the theoretical relation between A and B (for example, health status and social support).  Third, 
even if A and B are equivalent and the mapping from b to B is valid, demonstrating the validity of 
the link between a and A depends on the absence of confounding factors with respect to concept 
B and therefore measure b.  Confounding factors will obscure the relation between measures a 
and b, and therefore the apparent validity of a as a measure of concept A. 
 
 The technique of construct validation is an attempt to confirm link 3 (the relationship 
between, say, the Sickness Impact Profile, or a, and health-related quality of life, of A) by 
assessing link 4 (the relationship between, say, the Sickness Impact Profile, or a, and, say, the 
MOS Social Support Survey, or b).  It is affected by link 2 (validity of the operational definition b of 
the concept B), by link 1 (validity of the theoretical relation of concept A to concept B), and by 
links 5 and 6 (effects of other factors on concept B and measure b).  Thus, the researcher is able 
to test the hypothesis that a is a measure of concept A only by assuming that the A-to-B and b-to-
B links are strong.  This involves circular reasoning.  From the stand-point of inductive logic it is 
plain that this paradigm for determining construct validity does not hold water.  The only thing that 
can be validly tested is whether link 4 holds up (i.e., whether measure a correlates with measure 
b).  If the assumptions made about the links are correct, then (and only then) the actual 
correlation between a and measure b permits a valid inference regarding the truth of link 3, that 
measure a measures what it is supposed to measure. 
 
 The assumptions underlying the paradigm are placed on a firmer footing to the extent that 
the domain of content associated with the other construct (e.g., concept B) is both well-defined 
and highly restricted.  This makes it safer to assume that measure b validly represents concept B.  
In the limiting case where the “other” constructs are particular observable variables, it is possible 
to translate the hypothesis “b is related to B” into the assumption “b is B.”  Then if the assumption 
that A relates to B is quite safe, an empirical correlation between a and b will support the 
inference regarding the construct validity for the measurement of A with a.  From this point of 
view, studies of construct validity should be undertaken only when, (1) the domain of the “other” 
constructs is will-defined and (2) and assumption of a relationship between the two concepts is 
irrefutable (Nunally, 1978). 
 
 Up to this point we have considered only two concepts, A and B, and their corresponding 
measures, a and b.  Hence, the foregoing discussion applies equally well to the assessment of 
criterion-related validity.  If instead we conceive of validity as the degree to which a measure ties 
into a network of related concepts then we are concerned with construct validity.  Construct 
validation is of necessity a multivariate approach to validation. 
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 A more “airtight” approach to assessing construct validity, advocated by Nunally (1978), 
involves determining the internal structures and cross structures in respect of sets of measures 
concerning observables.  Thus set A comprises measures of particular observables a1, a2, a3, etc 
and set B comprises measures b1, b2, b3, etc.  Construct validation, then, consists of the following 
steps.  First, a network of probability statements is formed among the different measures in set A, 
and likewise for set B, on the basis of a series of empirical studies.  For example, if individual 
differences on the different measures within a set are correlated with one another, one can make 
probability statements concerning scores on measures a1, a2, and a3.  Given the correlations 
among individual observables, it is then possible to deduce correlations between different 
combinations of measures in the set (eg, the correlation between any particular measure in the 
set and the sum of all measures included in the set).  The information that is learned about 
correlations among the measures of observables in a particular set from the accumulation of 
empirical evidence is referred to as the internal structure of the elements in the set.  It may 
provide support for retaining the set as originally defined (where all measures tend to measure 
much the same thing) or for subdividing the original set A into, say, two subsets (where two 
things are being measured by members of the set).  Alternatively, if all the correlations among the 
members of a set are very low then it is meaningless to regard the measures as a set, in which 
case the researcher’s only recourse is to focus on other sets of variables. 
 
The internal consistency rationale is a direct extension of the idea that validity can be assessed in 
terms of the concordance or convergence of the results of different operations used to measure 
the same thing.  It simply takes each item or dimension to be an alternative operational definition 
or measure of the concept in question and asks about the degree to which they yield concordant 
measurements.  This parallels the use of internal consistency as a method for assessing reliability 
or repeatability as assessed by the correlation between two different applications of the same 
measure.  Here, internal consistency is used as a method for assessing the homogeneity or 
unidimensionality of the components of the measuring instrument. 
 
 When internal consistency has been determined for both set A and set B, the cross 
structure between variables in the two sets should be examined.  Assume that a particular 
variable a1 in A is correlated with a particular variable b1 in set B.  Depending on the size of the 
correlation, it is possible to make probability statements about unknown correlations between any 
other member of A and any other member of B.  For example, if a1 and a2 are highly correlated 
and b1 and b2 are highly correlated then finding a high correlation between a1 and b1 allows us to 
make a prediction about the correlation between a2 and b2.  Likewise, if the sum of all variables in 
set A is known to be highly correlated with the sum of all variables in set B, it is possible to 
estimate the correlation between any particular variable in A and B or the correlation between any 
two combinations of variables from sets A and B.  To the extent that the cross structure between 
two variables is also satisfactory, there is circumstantial evidence for the usefulness of a new 
measurement method. 
 

The Multitrait-Multimethod Paradigm 

 
 Construct validity emphasises two interrelated sets of relationships in respect of a test:  
(1) that between the test and different methods of measuring the same construct or trait, and (2) 
that between measures of the focal construct and exemplars of different constructs which are 
predicted to be related to it on theoretical grounds.  The theoretically relevant internal 
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consistencies in the first set have been called trait validity, and those in the second set are called 
nomological validity (Campbell, 1960; Cronbach & Meehl, 1955).  Trait validity is concerned with 
the fit between measurement operations and conceptual definitions of the construct, with the 
meaning of the measure as a reflection of the construct.  It is ‘the extent to which a measure 
relates more highly to different methods for assessing the same construct than it does to 
measures of different constructs assessed by the same method’ (Messick, 1989, p 46).  The 
basic notion is that a construct should be neither redundant with other constructs nor tied to a 
particular method of measurement.  Nomological validity, on the other hand, is concerned with 
the fit between observed data patterns and theoretical predictions about those patterns, with the 
meaning of the construct as reflected in its relational properties and implications (Messick, 1980; 
1989).  The basic idea is that the “theory” of the construct being measured should provide a basis 
for deriving testable linkages between the test scores and measures of other constructs. 
 
 Campbell and Fiske (1959) suggested the multitrait-multimethod matrix (MTMM) as a 
means of assessing validity.  This approach is now regarded as the quintessential construct 
validation design.  It highlights the need for both convergent and divergent evidence in both trait 
and nomological validity.  The basic terms are familiar:  constructs (for attributes of individuals), 
called traits in the original exposition of the MTMM approach; and methods (for observations of 
such properties).  The MTMM approach recognizes the obvious, as it were:  that social science 
needs to be able to evaluate both its constructs and its methods – because it is replete with 
imprecise or fuzzy constructs that often derive from lay thinking, and very often relies on methods 
(e.g., observational judgements) that can be affected by extraneous factors (Fiske, 1982).  The 
basic proposition is that different methods of measuring a construct should show some degree of 
reproducibility and that these methods should discriminate appropriately between pairs of 
constructs. 
 
 Froberg and Kane (1989) urged that the MTMM approach be applied to preference 
measurement noting that ‘so far, no one has attempted to demonstrate discriminant validity’  
(p 681) of preferences for health states.  The imperative for so doing is manifest given the 
propensity in some quarters to “take the numbers and run”.  The findings of the first study to use 
MTMM analysis (Hadorn & Hays, 1991) for this purpose, that ‘substantial method variance and 
little valid trait variance was observed for [health-related quality of life] HRQOL preferences’, 
should add momentum to the normative position.  Even more disappointing is the fact that few 
studies have used the MTMM approach to measure the construct validity of self-reported ratings 
of health-related quality of life.  The number of studies to do so can probably be counted on the 
fingers of one hand.  Two of the more conspicuous and thorough examples are Read, Quinn and 
Hoefer (1987) and Deniston, Carpentier-Alting, Kniesley, et al (1989). 
 
 A MTMM matrix consists of all the intercorrelations resulting when each of several traits or 
constructs is measured by each of several methods.  Each test or task used for measurement 
purposes constitutes a trait-method unit, a combination of trait-related content and a set of 
measurement procedures that are not specific to that content.  The systematic variance among 
scores may be due to the measurement-related factors as well as to trait content.  For example, 
two methods may evoke the same response set, eg, social desirability. 
 
 The MTMM matrix provides a systematic framework for examining two types of validity 
that fall under the heading of construct validity and for relating them to the concept of reliability.  
To illustrate the validation process, assume there are three different traits (A, B and C), each 
measured by three methods (1, 2 and 3), generating a total of nine measured variables.  It is 
convenient to have labels for various regions of the matrix, as per Table 3.  The cells on the main 



 

What is Validity?  A Prologue to an Evaluation of Selected Health Status Instruments 35 

diagonal of the matrix (denoted R in Table 3) are correlations between independent 
measurements of the same construct using the same method (i.e., monotrait-monomethod 
values).  The symbol R denotes reliability or repeatability.  Cells below and on the left of the R 
diagonal are blank because the matrix is symmetrical.  Adjacent to each reliability diagonal is the 
heterotrait-monomethod triangle.  The correlations in this triangle, labelled M, reflect method 
variance ie, the extent to which there is concordance when the same method is used to measure 
two different traits.  Together with the reliability diagonal these correlations make up the 
monomethod block.   
 

Table 3:  MTMM matrix for three traits (A, B, C) and three methods (1, 2, 3) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
KEY: 
 
The three validity diagonals are boldface.  Each heterotrait-monomethod triangle is enclosed by solid lines and 
each heterotrait-heteromethod triangle is enclosed by broken lines. 
 
R reliability (same method, same traits);    M method variance (same method, different traits); 
C trait convergence (same trait, different methods); H (different traits, different methods). 

 
 There are three heteromethod blocks.  Each one is made up of a validity diagonal (which 
are also known as heteromethod-monotrait values) and two heterotrait-heteromethod triangles 
located on either side.  Note that the two heterotrait-heteromethod triangles are not identical.  

 Method 1 Method 2  Method 3 
 A B C A B C A B C 
 

Method 1 

 
A R M M C H H C H H 

B  R M H C H H C H 

C   R H H C H H C 

 

Method 2 

A    R M M C H H 

B     R M H C H 

C      R H H C 

 

Method 3 

A R M M 

B  R M 

C   R 
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Entries on the validity diagonal are labelled C to indicate what Campbell and Fiske call 
convergent validity.  They are correlations between two different methods of measuring the same 
trait and reflect the degree of concordance between two operational definitions of the same trait.  
The heterotrait-heteromethod correlations, labelled H, indicate the extent of the relationship 
between one measure of one trait and different measure of another trait. 
 
 Campbell and Fiske urge us to interpret the entire pattern of correlations in this matrix – 
the relative magnitudes of R, M, C and H.  To begin, we note that the R correlations – same trait, 
same measure – set the upper limit for other correlations in the matrix since a measure of a trait 
must correlate at least as highly with itself as with any other measure.  Beyond this, they 
enumerate four aspects of the interrelationships among the correlations that bear on the question 
of validity (1959, pp 82-83): 
 
 1.  The entries in the validity diagonal, C, must be ‘significantly different from zero and 
sufficiently large to encourage further examination of validity’ (1959, p 101).  Given high R 
correlations, the magnitude of the C correlations (different methods, same trait) indicates the 
degree of convergence.  Convergent validity is the extent to which variation in the measure is the 
result of variation in the trait.  It involves confirmation of a relationship by independent 
measurement procedures. 
 
 Note that it is necessary for the multiple measures to be of different types, so the 
weaknesses of any one type of method are countered by coupling it with other methods that have 
different weaknesses.  Thus, employing multiple operational definitions of a construct, all of which 
involve the same type of method, is not particularly useful in establishing construct validity.  They 
can establish reliability, but make no contribution to the validation process per se. 
 
 This conclusion follows from our earlier discussion of the concepts of reliability and 
validity.  Although reliability and validity are two different characteristics of measurement, lying at 
two ends of a continuum, they shade into each other at points in the middle.  In our methods of 
assessing reliability and validity we examine the relationship between two measurements.  In the 
case of reliability, the two measurements come from the same instrument.  In the case of validity, 
the two measurements come from different instruments.  This seems very much like a clear-cut 
distinction which ought to make it obvious that reliability is different from validity.  However, to 
repeat the point made earlier, if we recognise that the “different” instruments used to assess 
validity may have varying degrees of “difference”, and the “same” instrument used to measure 
reliability may have varying degrees of “sameness”, reliability and validity estimates can be 
viewed as lying on a continuum. 
 
 At one end of the continuum are correlations between identical methods of measurement, 
as indicated by the R entries in the MTMM matrix.  At the other end of the continuum are 
correlations between very different methods of measuring the same variable, as reflected in the C 
correlations.  Finding “maximally different” methods of measuring the same variable is difficult – 
because the more the methods differ, the less likely it is that they will tap the same variable.  
However, the consequences of not identifying suitably independent methods is also clear:  one is 
operating towards the reliability end of the spectrum, rather than addressing the question of 
convergent validity. 
 
 2.  The C correlations should be higher than the H correlations in the heteromethod block.  
That is, the validity value for a variable should be greater than the correlation between that 
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variable and any other variables that have neither the trait nor the method in common, if the traits 
are independent and the methods are independent. 
 
 3.  A variable should correlate more highly with an independent attempt to measure the 
same trait than with measures that use the same method to get at different traits.  For a given 
variable, this involves comparing the C correlations and the M correlations.  The M correlations 
(same method, different traits) indicate the extent to which correlations among measures in the 
matrix are artefacts of a particular measuring instrument.  The differences between the C 
correlations and the M correlations provide evidence of the divergent validity of the trait. 
 
 The idea here is to define the boundaries of the construct by demonstrating a lack of 
correlation of measurements of the construct with methodologically similar measures of 
substantively different constructs.  That is, the variation in measurements obtained should not be 
the result of variation in other constructs of little or no theoretical interest. 
 
 If the M correlations are large and represent a substantial fraction of the C correlations 
then, even if there is high concordance among alternative operational definitions of a trait (ie, high 
C correlations), this concordance may not be accepted as evidence of validity for this trait.  This is 
because high M correlations indicate that the methods give more or less the same result 
regardless of the supposedly different traits to which they are applied.  In sum, what is required is 
high C correlations and low M correlations. 
 
 4.  The same pattern of trait interrelationships must be shown in all the heterotrait triangles 
of the monomethod and heteromethod blocks.  The last three criteria (1-3 above) provide 
evidence of discriminant validity.  Discriminant validity must be established when the domain of 
content is not unidimensional, as, for example, with the construct health status.  Thus, we may 
seek to show that functional status, social functioning and emotional status are different 
constructs by correlating the measurements with one another and the correlation is lower than 
correlations between measures of the same construct obtained via different methods (eg, 
observations by a proxy for the patient versus the patient’s responses to a self-administered 
questionnaire).  In the event that the measures of different constructs correlate too highly, the 
correlations between items should be checked within and between clusters.  Items that correlate 
better with another cluster should probably be transferred to that cluster rather than the one to 
which they were assigned initially. 
 
 Simultaneously testing hypotheses about the relations between constructs and 
considering convergent and discriminant validity presents the researcher with a dilemma.  
McGrath (1982, pp 97-98) describes it well: 
 

‘When two measures are very similar in form and substance, we tend to think of them as 
alternative forms of the same measures and, if they correlate highly, regard that as 
evidence of the reliability of that construct.  If two measures differ in form but are similar in 
substance, we might well regard them as alternative measures of the same construct and 
regard their correlation as evidence of convergent validity.  But if two measures differ in 
substance, we are not altogether sure how to regard them.  If they fail to correlate, we 
might regard that lack of correlation as evidence of discriminant validity of one of the 
constructs.  But if they correlate highly, or even moderately, we might regard that 
correlation as evidence for a relation between two different constructs, as in substantive 
hypothesis testing.  This set of considerations reminds us that ‘same’ and “different” 
decisions are made at several levels within the research process, and that they are 
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arbitrary.  If two measures are too similar, their high correlation is not remarkable, and is 
regarded as ‘merely’ a reliability.  If two measures are too dissimilar, and they don’t 
correlate, that is regarded as remarkable, and we often take it to be evidence supporting 
some substantive hypothesis.’ 

 
This leads to the paradox that one person’s method variance is another’s substantive finding. 
 
 Although the MTMM strategy is the standard approach to construct validation, its 
execution has become something of a ritual exercise.  As Cronbach (1990) observes, ‘a CV 
[construct validity] study in a journal most frequently consists of cross-trait and cross-method 
correlations laid out a la Campbell and Fiske.  Although the MM [multitrait-multimethod] matrix 
originally rested on subtle reasoning, in most applications the meaning of MM degenerates to 
“mindless and mechanical”.  Conclusions are pumped out with no thought to the construction6 
being tested’ (p 156).  This complaint brings to mind a prevalent oversight:  not following one of 
the main guide-lines for constructing a MTMM matrix viz. select at least one trait or attribute that 
is believed to be independent of the others but which is nonetheless conceptually related to the 
other traits.  The rationale is simple:  strong validation is preferable to weak validation.  Evidence 
discounting the redundancy of a construct is compelling only if it is pitted against a closely related 
or rival construct.  There are no prizes for distinguishing chalk from cheese! 
 
 Though more a reason than an excuse, the explanation for the mechanical application of 
the MTMM strategy seems to stem, in part, from the fact that Campbell and Fiske did not provide 
a method for quantifying the degree to which the requirements they specified were met – and 
judgements based on the visual inspection of zero-order correlations are necessarily qualitative 
(Jackson, 1969).  Such problems of interpretation are compounded by other possible 
shortcomings of the MTMM approach, including inadequate sampling of individuals, variations in 
the reliabilities of individual measures and variations in restriction of range across constructs.  
Another problem is that the Campbell and Fiske criteria for evaluation of the MTMM correlations 
are incomplete.  As has been pointed out (Althauser & Herberlein, 1970; Krause, 1972) they 
implicitly assume that:  (i) there are no correlations between trait and method factors; (ii) all traits 
are equally influenced by all method factors; and (iii) method factors are uncorrelated.  All of this 
does not gainsay the fact that, in clinical contexts in general and in relation to the validation of 
health status measures in particular, the principal stumbling block with MTMM approach is likely 
to be more immediate and practical viz. the expense, time and respondent burden involved in 
MTMM data collection.  Almost inevitably, the data collection will be more modest (eg, measuring 
only one trait with multiple methods or measuring multiple operational realizations of a trait with 
only one method).  However, more concerted efforts to follow the spirit of MTMM studies may 
well be worthwhile in providing strong argument for discarding many of the extant measures and 
concentrating on the refinement of those showing most promise – thus following the advice of 
Spitzer (1987a, p 188). 
 
 A second poser applies even if a full MTMM correlation matrix is obtained viz. how should 
it be analysed?  A variety of data-analytic procedures have been advanced and more or less 
discarded, including the analysis of variance (ANOVA) paradigm (eg, Stanley, 1961), a partial 
correlation method (eg, Schriesheim, 1981) and exploratory factor analysis (eg, Tucker, 1966).  
Most recently, maximum likelihood confirmatory factor analysis (CFA) has been put forward as a 
technique that allows less ambiguous interpretation of complete and incomplete MTMM designs 

                                                   
6
  Cronbach uses the term “construction”, in preference to the more formal notion of a “theory”, to refer to the ‘loose assembly 

of concepts and implications used in typical test interpretations’ (p 152). 
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(eg, Cole, 1987; Schmitt and Stults, 1986).  The applicability of covariance structure models, 
which “extend” the confirmatory factor model by incorporating structural relations among latent (or 
unobserved) variables, and permit an examination of the relationships among constructs like 
health status or health-related quality of life and psychosocial adjustment to illness, coping ability 
and social support, is also gaining recognition (eg, Bentler, 1990; Labuhn, 1984; McSweeny and 
Labuhn, 1990; Newcomb & Bentler, 1987).  The general approach in these path or structural 
models involves estimating the parameters of a set of structural equations (typically assumed to 
be linear) that represent hypothesized “cause-effect” relationships.  However, as Bergner (1990) 
points out, the potential of latent variable structural equation models is unlikely to be fulfilled so 
long as it remains a blackbox that is inaccessible to methodologically-sophisticated but 
mathematically unsophisticated researchers. 
 
 In very general terms, ‘factor analysis is a statistical procedure for uncovering a (usually) 
smaller number of latent variables by studying the covariation among a set of observed variables 
(Long, 1983).  To make the discussion more concrete, suppose we have interviewed a sample of 
end-stage renal disease patients on different dialysis modalities, using a “pool” of outcome 
measures pertaining to health-related quality of life and reintegration into daily living.  Consistent 
with the broad definition of health promulgated by the WHO, suppose we include items aimed at 
assessing end-points in the following areas:  physical function, fulfilment of social roles (including 
paid or unpaid employment), emotional status, interpersonal relationships, cognitive function, 
social activity and economic circumstances.  At one extreme, we could use factor analysis as an 
expedient way to ascertain the minimum number of hypothetical factors that account for the 
observed covariation, and as a way of exploring the data for possible data reduction.  This form of 
factor analysis is exploratory because the preferred result, the identification of a limited number of 
coherent and relatively independent factors or dimensions, is data- rather than hypothesis-driven.  
The researcher does not specify the structure of the relationships among the variables in the 
model.  At this stage, factor analysis is basically “inductive fishing”.  If the assumptions necessary 
to estimate the model’s parameters are substantively appropriate, the usefulness of factor 
analysis as an exercise in construct validation depends very much on what steps are taken by 
way of follow up.  As Comrey (1978, p 657) explains, 
 

‘The usual procedure in interpreting factor results is to inspect the variables that have high 
loadings on the factor, look for what they have in common, and then name the factor in 
accordance with the common elements.  Up to this point, the activity is little more than 
factor naming, and if nothing beyond this is done, the value of the analysis may be rather 
limited.  When a name is given to a factor, a hypothesis has been formulated.  Untested 
hypotheses usually have limited value until something is done to test them.  Ideally, … the 
investigator will make plans to carry out additional analyses in which he adds new 
variables which should have major loadings on certain specified factors and low loadings 
on other factors if his hypotheses are correct.  He will perhaps revise other variables in 
ways that predict certain outcomes if his factor interpretations are correct.  These 
predictions will be tested by further investigations.  Experiments may be carried out, with 
predictions being made as to the outcome, in which attempts are made to alter scores on 
one factor but not another.  Results of the experiment will confirm or disconfirm the 
hypothesized factor meanings.  In other cases, predictions may be made about how 
scores for a certain factor will correlate with other variables outside the matrix.’ 

 
 Comrey’s “where to from here” prescription leads rather naturally to consideration of 
confirmatory factor analysis which, in contradistinction to exploratory factor analysis, requires the 
researcher to specify a factor model before the data are analysed and is theory-based.  For 
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example, suppose that the data collected extend to the use of multiple measures of health-related 
quality of life which each include the dimensions of physical functioning, social functioning and 
psychological functioning or mental state.  Thus, we would anticipate or hypothesize that there 
are three different underlying dimensions associated with each measure and that certain 
variables belong to one dimension (eg, physical functioning) while others belong to the second 
and third dimensions (social functioning and psychological functioning), respectively.  If factor 
analysis is used as a means to test these expectations, then it is used to confirm certain 
hypotheses rather than to explore underlying dimensions.  Hence, it is referred to as confirmatory 
factor analysis. 
 
 Specification of the confirmatory factor model requires making formal and explicit 
statement about:  (1) the number of unobserved or latent variables (also known as, common 
factors) for which effects are shared in common with more than one of the measured or observed 
variables; (2) the number of observed variables; (3) the variances and covariances among the 
common factors; (4) the relationships among observed variables and latent factors; (5) the 
relationships among errors in the observed or measured variables (or unique factors) and 
observed or measured variables; and (6) the variances and covariances among the unique 
factors.  In contrast with exploratory factor analysis, which has been revered to scornfully as a 
GIGO (garbage in/garbage out) model because it fails to incorporate substantively meaningful 
constraints and imposes substantively meaningless constraints (Long, 1983) with respect to 
these components, CFA allows them to be specified according to the demands of the application. 
 
 In CFA analyses of MTMM matrices, the model for each observed variable is comprised 
of three components:  a trait component, a method component and a random error component.  A 
diagram of the general model as it applies to the MTMM matrix (Long, 1983; Schmitt & Stults, 
1986) of Table 3 (see p 42) is illustrated in Figure 10.  Table 4 summarises the parameters 
estimated in a confirmatory analysis of the MTMM matrix as shown in Figure 10. 
 
 The CFA model assumes that the MTMM matrix can be expressed as a function of 
common factors as follows: 
 
 Σ = Λ Φ Λ’ + ψ (1) 
 
where Σ is the MTMM matrix, Λ is a matrix of factor loadings (as shown in Table 4(A)), Φ is a 
matrix of correlations among trait and method factors (Table 4(B)), and ψ is a diagonal matrix of 
unique factor variances or random error components (Table 4(C)).  To see how the MTMM 
approach is formulated as a confirmatory factor model, let the three traits (A, B, and C), 
correspond to the trait factors ξ1, ξ2, and ξ3 and let the three methods (1, 2, and 3) correspond to 
the method factors ξ4, ξ5, and ξ6.  There are nine observed variables:  X1 to X3 are measures of 
traits ξ1 to ξ3 by method ξ4; X4 to X6 are measures of traits ξ1 to ξ3 by method ξ5; and X7 to X9 are 
measures of traits ξ1 to ξ3 by method ξ6.  The observed variables, X1, X2, …, X9, are represented 
by squares and latent (or unobserved) variables are represented by circles.  A straight arrow  
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Table 4:  Parameters estimated in a confirmatory factor analysis of the MTMM matrix for 
three traits and three methods [Cross-reference to Table 3 and Figure 10] 

 

 
A. Trait and Method Factor loadings – Corresponding to ΛΛ in Equation (1) 

 
  Trait Loadings Method Loadings 
  A B C 1 2 3 
  6444447444448 6444447444448 

 
X1  λ11 0.0 0.0 λ14 0.0 0.0 
X2  0.0 λ22 0.0 λ24 0.0 0.0 
X3  0.0 0.0 λ33 λ34 0.0 0.0 
X4  λ41 0.0 0.0 0.0 λ45 0.0 
X5  0.0 λ52 0.0 0.0 λ55 0.0 
X6  0.0 0.0 λ63 0.0 λ65 0.0 
X7  λ76 0.0 0.0 0.0 0.0 λ76 

X8  0.0 λ82 0.0 0.0 0.0 λ86 

X9  0.0 0.0 λ93 0.0 0.0 λ96 

 

  ξ1 ξ2 ξ3 ξ4 ξ5 ξ6 

 

 
B.  Intercorrelation of Trait and Method Factors – Corresponding to ΦΦ  in Equation (1) 

 
 A B C 1 2 3    
A 1.0 φ12 φ13 φ14 φ15 φ16  trait/ trait 
B φ21 1.0 φ13 φ24 φ25 φ26  trait method 
X φ31 φ32 1.0 φ34 φ35 φ36 

 

   

1 φ41 φ42 φ43 1.0 φ45 φ46  method method 
2 φ51 φ52 φ53 φ54 1.0 φ56  trait method 
3 φ61 φ62 φ63 φ64 φ65 1.0    
 
 

 
C.  Random Errors Associated with Each Measured Variable – Corresponding to ΥΥ in 

Equation (1) 
 

X1 X2 X3 X4 X5 X6 X7 X8 X9 

δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8 δ9 
 

 
KEY:  X1 through X9 indicate the nine measured variables; A, B and C are the three trait factors; 
1, 2 and 3 are the three method factors; 1.0 and 0.0 are values fixed by the researcher that 
represent his/her hypotheses regarding the structure of the MTMM matrix; and the loadings φij, λij 
and δij are parameters that estimated using CFA on the basis of the observed correlation matrix. 
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pointing from a latent variable (e.g., ξ1) to an observed variable (e.g., X1) indicates the causal 
effect of the latent variable on the observed variable.  The unique factors are represented by the 
unlabelled arrows in Figure 10. 
 
 Figure 10 shows the loadings λij of the observed variables on the factors.  A given method 
factor is assumed to affect only those observed variables that are measured by that method.  For 
example, since X1 to X3 are all measured by method 1, they load on the method factor associated 
with method 1, ξ4, but not ξ5 and ξ6.  Similarly, a given trait factor is assumed to affect only those 
observed variables that are measures of that trait.  For example, X1, X4, and X7 are measures of 
trait ξ1 by methods 1, 2, and 3, and load on the trait factor ξ1k, but not on the trait factors ξ2 and ξ3.  
This information is contained in the trait and method loading matrix Λ of Table 4(A).  The X’s and 
ξ1’s are added to this matrix as borders to show which observed variables and common factors 
are being linked by a particular loading λij. 
 
 Covariances among latent variables are contained in Table 4(B), a symmetric (6 X 6) 
matrix that corresponds to Φ in Equation (1).  These covariances are indicated by the continuous 
curve connecting all the latent variables in Figure 10.  This matrix contains covariances among 
traits (trait/trait block), covariances among methods (method/method block), and covariances 
between trait factors and method factors (method/trait and trait/method blocks). 
 
 Table 4(C) contains the vector of random errors or unique factors associated with each 
measured variable.  In the MTMM model the unique factors, δ1 to δ9 are usually assumed to be 
uncorrelated. 
 
 The values of 0.0 and 1.0 in the matrices of Table 4 are fixed by the researcher and 
represent his/her hypotheses about the structure of the MTMM matrix.  All together there are 42 
(= 18 + 15 + 9) parameters that are free or estimated on the basis of the observed correlation 
matrix.  The confirmatory approach allows for estimation of these parameters, as well as tests of 
their significance and the decomposition of each bivariate correlation in the MTMM matrix into a 
trait component and method component. 
 
 While the matrix of Table 3 is the smallest MTMM matrix for which a full model can be 
tested, it is possible to test smaller matrices if any or all of a number of restrictive assumptions 
can reasonably be made (e.g. lack of correlation among trait and method factors, which involves 
fixing the set of parameters that comprise the method/trait block in Table 4, {φ41, φ41, φ42, φ43, φ51, 
φ52, φ53} to 0.0; or a lack of correlation among method factors and among trait and method factors, 
and an equivalent influence of method factors across traits, which involves fixing parameters 
comprising the method/trait and method/method blocks in Table 4, {φ41, φ41, φ42, φ43, φ44, φ51, φ52, 
φ53, φ54, φ64, φ65} specifying a single loading for each method factor).  Thus, the question of 
discriminant validity can be addressed through the use of a multitrait-monomethod design if, for 
example, three traits (e.g., adjustment to illness, health-related quality of life, and social support) 
are measured by three instruments, all of which use the same self-report method.  And, in the 
simpler still monotrait-monomethod design where one trait (say, health-related quality of life) is 
tapped by, say, three somewhat different self-report measures (e.g., Sickness Impact Profile, 
Nottingham health Profile, and Quality of Well-Being Index), CFA can estimate the loading of 
each measure on a common factor.  An additional advantage of CFA in this circumstance is that it 
allows the researcher to test whether the correlation among measures is attributable to shared 
trait variance and/or shared error variance.
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Figure 10:  General model of the determinants of nine measured variables each comprising a trait, method and random error component 
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 CFA is a form of structural equation modelling (SEM).  The degree of fit between a 
confirmatory factor analysis model and data can be evaluated with computer programs such as 
LISREL (Joreskog & Sorbom, 1984) or EQS (Bentler, 1985).  The plausibility of the hypothesized 
CFA model is assessed by comparing the implied data structure with the observed data structure.  
The model’s goodness of fit is usually evaluated using the chi-squared statistic and a number of 
other measures of practical fit:  rho, delta, and the comparative fit index (Bentler, 1990; Bentler & 
Bonnet, 1980). 
 
 Of course, CFA is not a panacea (Marsh, 1989).  Not every test-validation data set can 
satisfy its practical demands (see Cole, 1987) and, as Bergner (1990) reminds us, the parameter 
estimates in CFA are affected by the underlying model.  Results of analyses in respect of a 
particular model indicate only whether the model fits the data, not whether there are other models 
that may fit the data equally well or even better.  Likewise, a better fit does not necessarily mean 
that a model is more accurate.  What is satisfactory on statistical grounds, may or may not be 
acceptable with respect to theory. 
 
 There are different opinions regarding the usefulness of factor analysis for constructing 
health indexes.  Kaplan, Bush and Berry (1976) reject it on two grounds.  First, they consider that 
its use may result in the dropping of items that are checked rarely or are poorly correlated with 
other items despite their social significance.  Eliminating items that have low “weights” on all 
factors is, they argue, tantamount to substituting variation in frequency for variation in social 
importance.  This is, of course, a valid criticism.  Value weighting schemes derived from relative 
frequency are fundamentally different from those based on relative importance.  As Bush (1984, 
pp 118-119) writes, ‘whether from a preference or a prognostic point of view, one hundred runny 
noses are not the same as one hundred severe abdominal pains’.  However, the problem then 
becomes how many such items can be retained under the umbrella of a unitary concept and how 
is social importance to be determined.  Clearly, there are judgment calls involved whether or not 
one chooses to use factor analysis. 
 
 Kaplan et al’s (1976) second objection relates to health status measurement in evaluation 
contexts, and arises because the factor structure is a product of the correlations among 
controllable and uncontrollable variables (eg, age, income, etc).  A health program that has a 
significant effect on the controllable set of variables will, they argue, alter the factor structure and 
invalidate the factor equation carried over from prior analyses, as an outcome index, thereby 
biasing any estimate of change.  Differential rates of change among variables will similarly alter 
the factor structure and preclude its use as a description of health status change.  The main issue 
here, how should we validate within-subject changes in index scores, is taken up below. 
 

Hypothesis Testing and the Significance of Significance 

 
 Construct validation often relies heavily on correlational evidence.  Regardless of the way 
in which construct validity is conceptualised, the relationship between measurements is at issue.  
We have already indicated, in the context of our discussion of criterion-related validity, some 
reasons why correlation coefficients are problematic.  Another problem is that, when recourse is 
made to correlation coefficients to test hypotheses about the extent of the relationship between 
two variables (i.e., items included in one or more measures or components measured by different 
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methods), it is often not obvious what we should make of the correlation coefficients obtained.  
How should they be interpreted? 
 
 For example, what correlation should be expected between a new measurement and an 
existing measurement?  What is the null hypothesis?  Surely, it is not appropriate to test for a 
zero correlation between, say, a patient self-ratings provided on, say, a 7-point scale of “overall 
functioning” and an aggregate score obtained using a multidimensional general health status 
measure?  The hypothesis that there is no correlation between the two sets of measurements 
reflects either a profound lack of confidence in the new measurement or in the external criterion 
against which it is to be validated. 
 
 This seems to be a common weakness in reports of construct validation.  Very few studies 
articulate hypotheses about relationships among concepts or make predictions concerning the 
magnitude of relations they expect to obtain if the instrument in question is really measuring 
health status.  To date, we are aware of only one study of health status measures [Guyatt, Deyo, 
Charlson et al (1989)] in which a priori hypotheses about the size of correlations are stated.  Even 
then, the authors leave us in some doubt as to what level of correlation they regard as indicative 
of validity, since the correlations obtained are lower than hypothesized but are nonetheless 
interpreted as confirmatory evidence. 
 
 The problem of the nebulous null hypothesis has attracted the attention of other reviewers, 
too.  McDowell and Newell (1987) note that ‘all too often an author reports whatever correlation 
he obtains and then concludes that the test is thereby shown to be valid?’ (p 29).  Spitzer (1987b) 
has voiced a related but more general concern:  ‘very seldom do we see statements submitted in 
advance in a protocol that specifies at what point a measure will be declared valid’.  Meehl (1986) 
puts the point most colourfully and offers a ballpark estimate of the level of correlation he would 
take seriously: 
 

 ‘What my colleague Lykken [1968] calls the “ambient noise”, or “crud factor”, is of 
unknown average value, but it can hardly be supposed to be less than, say, in correlation 
terms, Pearson r = .25 in the soft areas of psychology.  “Everything is correlated with 
everything”, and .25 is probably not a bad average value.  Randomly chosen individual 
differences variates do not tend to correlate zero.  Of course in real life, the experimenter 
is usually correlating variates that belong, at least commonsensically, to some restricted 
domain.  We don’t usually do studies correlating social dominance with spool-packing 
ability or eye color.  So a more realistic guesstimate of the crud factor, the expected 
correlation between a randomly chosen pair of variates belonging to a substantive domain, 
would be higher than that, maybe as high as .30 (p 32, emphasis added). 

 
 Certainly, not making reasoned declarations of what level(s) of correlation should be 
construed as adequate from the perspective of demonstrating construct validity becomes less 
tenable as more and more research on health status measures is done.  Often, it seems to us, the 
correlations obtained are interpreted favourably, regardless of their size vis a vis those in earlier 
studies.  As anticipated by Peak (1953, p 288) and cited by Messick (1989, p 49):  ‘a protest must 
be entered … against the proliferation of blindly empirical validities which are without the 
disciplined guidance of theory, for the increment of meaning from the accumulation of 
miscellaneous correlations may ultimately approach zero.’ 
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 This problem of the ready acceptance of whatever correlations are obtained as evidence 
of construct validity is compounded by a high degree of quite mindless significance testing.  
Carver (1978) describes the root of the problem as follows: 
 

 ‘Statistical significance is generally interpreted as having some relationship to 
replication …, and replication is the cornerstone of science.  If the results are due to 
chance, then results will not replicate.  The only valid reason for considering statistical 
significance is to try to determine whether research results are simply a product of chance 
and will therefore not be replicable.  Yet it is not logical to deduce that if the results are 
statistically significant, they will replicate, or that if the results are not statistically 
significant, they will not replicate.  But if researchers do obtain the same result more than 
once, it is more reasonable to conclude that the results are not due to chance. 
 
 ‘Since one of the primary reasons for being concerned with statistical significance is 
a threat to replication, replicated results automatically make statistical significance 
unnecessary (Bauernfeind, 1968).  Stevens (1971) stated the relationship between 
statistical significance and replication this way: 
 

In the long run scientists tend to believe only those results that they can reproduce.  
There appears to be no better option than to await the outcome of replications.  It is 
probably fair to say that statistical tests of significance, as they are so often miscalled, 
have never convinced a scientist of anything.  (p 440)’ 

 
 As we were at pains to emphasize earlier, validation is very much about hypothesis 
testing, about whether inferences drawn on the basis of test scores are vindicated.  Hypothesis 
testing is very much about whether, and in what contexts (McGuire, 1983; Meehl, 1978), results 
replicate. 
 
 Avoidance of the need to make a scientific judgment about the magnitude of a correlation 
coefficient by focusing on its statistical significance is commonplace.  But it is a tactic that has 
little to recommend it in that the P value depends strongly on the size of the sample, n, on which 
the calculation is based (Edwards, 1976; Lykken, 1968; Feinstein & Kramer, 1980).  To see this, 
consider the formula for a t test used to interpret the value of Pearson’s correlation coefficient, r: 
 
    t = r √ (n-2)  
     √ (1-r2)   (2) 
 
 
As a rough guide, a t value of 2 or higher will usually be statistically significant at P < .05.  Setting 
t = 2 in Equation (1) and solving for the sample sizes that will transform given values of r into 
statistical significance we obtain the following: 
 

r .05 .1 .2 .3 .4 .5 .6 .7 
n 1,598 398 98 43 23 14 10 7 

 
 
 Clearly, calculating the P value associated with a correlation coefficient is not a useful way 
to determine whether it is substantively significant.  Indeed, it is worth adding that the well-
entrenched use of indexes of trend, like Pearson’s correlation coefficient, may itself be 
inappropriate in such circumstances.  Very often we are not so much interested in trend or 
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relatedness (ie, the strength of the tendency for changes in one variable to be reflected by 
changes in another) but rather the extent to which two variables can serve as a surrogate for one 
another (Deyo, Diehr & Patrick, 1991; Kramer & Feinstein, 1981).  This applies particularly to 
assessing reliability but may also be applicable to the assessment of validity where the accent is 
on the degree of agreement between alternative measures (especially if there is an accepted gold 
standard).7 
 
 Our lament is that, at present, there is too much inductive and too little deductive 
reasoning involved in the selection of measures and the analysis of results (Patrick and Bergner, 
1990). 
 
 

4. LONGITUDINAL VALIDITY – AND RESPONSIVENESS 
 
 Most discussions of the concepts of reliability and validity are set within a measurement 
theory framework and are concerned, in the main, with discriminative and predictive indexes.  
They are concerned essentially with cross-sectional comparisons and predictions, respectively, 
and, therefore, responsiveness, or sensitivity to change, is not relevant to their purposes (Carver, 
1974). 
 
 For some purposes, however, most obviously in the case of clinical research where 
evaluative indexes play a major role, this is a serious error of omission.  Where the focus of 
interest is the measurement of changes in patients’ health status, construct validity is concerned 
not with the representation of health or well-being at some given point in time (do between-
subject differences in instrument scores bear the expected relation to differences in other 
variables measured?) but with the ability of that representation to change in response to real 
change over time (do within-subject changes in instrument scores bear the expected relation to 
changes in other variables measured?).  The efficacy and effectiveness questions “can it work?” 
and “does it work?” beg the question of what “working” entails.  Presumably, working can be 
equated with changing the patient’s health condition for the better and instruments that are more 
responsive to changes in health status are presumably more sensitive measures of the effects of 
health care interventions (Normal, 1989).  To be useful in the evaluation of clinical interventions, 
instruments must be able to detect clinically significant changes, even if such changes are small 
(Deyo & Centor, 1986; Deyo & Inui, 1984; Guyatt, Deyo, Charlson et al, 1989; Guyatt, Walter & 
Norman, 1987; Kirschner & Guyatt, 1985), and this is the question addressed in assessing 
longitudinal validity. 
 
 This said, it should be added that teasing apart the concepts of responsiveness and 
validity is not quite as straightforward as it first appears.  It is perhaps tempting to regard 
responsiveness as an analogue of the concept of validity that applies only in the case of 
evaluative indexes.  This supposition is incorrect. 
 
 We know as if by rote that an instrument is valid if it actually measures what it is intended 
to measure.  What is implicit in this definition is that the accoutrements of validity differ according 
to the purpose for which an instrument is used.  This is already well established in the case of 

                                                   
7
  In the case of continuous variables the interclass correlation coefficient is a worthy replacement for Pearson’s r.  It 

combines a measure of correlation with a test of the difference between means and adjusts for systematic bias.  Like 
Pearson’s r, it varies between –1 and +1, with higher scores reflecting increasing method or observer agreement. 
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discriminative versus predictive indexes but it applies to discriminative versus evaluative indexes, 
too.  Thus, whereas cross-sectional construct validity is central in the case of discriminative 
indexes, with evaluative indexes we seek longitudinal construct validity.  The first interpretation 
focuses on the question, “Do cross-sectional or between-subject differences in index 
measurements taken at a single point in time bear the expected relationship to external 
measures?”  The second interpretation is concerned with the question, “Do longitudinal or within-
subject changes in index scores associated with an intervention bear the expected relation to 
changes in other variables measured?”  It is not obvious that an instrument that is able to 
measure satisfactorily between-subject differences in health status should necessarily be able to 
measure satisfactorily changes in health status within individuals (Churchill, Wallace, Ludwin, et 
al, 1991; MacKenzie, Charlson, DiGioia, Kelley, 1986a, 1986b; Wiklund & Karlberg, 1991).8 
 
 Guyatt et al (1989a) provide a number of examples that illustrate this point.  In one 
example, they indicate that an instrument designed specifically to measure aspects of physical, 
emotional and social functions related to adjuvant chemotherapy in women with breast cancer, 
the Breast Cancer Chemotherapy Questionnaire (BCQ), was able to detect statistically significant 
differences in the 24 week minus 12 week change scores of patients in the short (12 weeks) 
versus long (36 weeks) arms of a randomised controlled trial, whereas the Rand physical function 
and emotional function instruments, which have previously been shown to be valid discriminative 
measures (Ware, Brook, Davies-Avery, et al, 1980), did not demonstrate responsiveness.  
Another example concerns the use of the Sickness Impact Profile (SIP) in the context of a 
controlled trial of different strategies for managing patients with back pain.  Clearly, although 
items like “I’m eating no food at all, nutrition is taken through tubes and intravenous fluid” or “I do 
not feed myself at all, and must be fed” may be reproducible and valid in discriminating among 
individuals in terms of their health status, they will not be responsive in the setting concerned.  By 
contrast, other items such as “I keep rubbing or holding areas of my body that hurt or are 
uncomfortable” or “I am not doing any of the house cleaning that I would usually do” may prove 
useful in detecting changes over time in patients with back pain.  Needless to say, this example 
invites consideration of the trade-offs between generic versus disease-specific measures, as 
discussed below. 
 
 Other examples presented by Guyatt et al (1989a) are similarly helpful in amplifying the 
relationships among the concepts of reproducibility, validity and responsiveness.  Collectively, 
their examples make clear that what counts is whether changes can be validated. 
 
 An example based on a toxicity questionnaire, the Eastern Co-operative Oncology Group 
Criteria (ECOG), illustrates that an index may be responsive but not longitudinally valid.  ECOG 
includes items such as white blood cell and platelet counts, laboratory tests of liver function, 
evidence of allergic reaction and physician assessment of patients’ problems with nausea, 
vomiting, stomatitis and diarrhoea.  In the context of the same randomised controlled trial of 
adjuvant chemotherapy for breast cancer referred to above, this instrument proved to be 
responsive despite the fact that it is not valid as a measure of overall health status.  It is true that 
ECOG includes some subjective health components, and it may correlate with the change in 
subjective health status a patient experiences during the course of chemotherapy.  However, it 
was designed to measure drug toxicity rather than subjective health status.  Not surprisingly, it 

                                                   
8
  It should be noted that instruments that measure quality adjusted life years for cost-utility analyses must satisfy both 

requirements.  If a health status instrument is to address satisfactorily questions about the efficacy and/or effectiveness of 
an intervention, its longitudinal validity should be established.  If the same instrument is to be used to examine questions of 
efficiency – to make comparisons across programs – it also needs to have an acceptable level of cross-sectional validity. 
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fails the test of clinical sensibility (Feinstein, Josephy & Wells, 1986; Feinstein, 1987a, 1987b):  
inter alia, it lacks face validity and content validity. 
 
 There is always, too, the possibility of a placebo-type effect where patients report an 
improvement in their subjective health status following an intervention.  The change reflected in 
subjects’ responses may indicate satisfaction with the program or a courtesy bias, rather than a 
change in their subjective health status, in which case the instrument used would be responsive 
but not valid. 
 
 To illustrate the coincidence of longitudinal validity and responsiveness, Guyatt et al 
(1989) discuss the assessment of disease-specific aspects of physical and emotional function in 
patients with Crohn’s disease or ulcerative colitis, using the Inflammatory Bowel Disease 
Questionnaire (IBDQ) (Guyatt, Mitchell, Irvine et al, 1989b).  Two interviews were conducted, one 
month apart.  The IBDQ’s longitudinal validity was gauged in terms of the relationship between 
change scores obtained from the two interviews and patients’ self-ratings of whether, and to what 
extent, their disease activity had changed for better or for worse.  The IBDQ showed only small 
intrasubject variability over time in patients who reported their health status as stable.  Global 
ratings of change showed moderate to high correlations with changes in IBDQ score.  Moreover, 
the largest changes in IBDQ scores were registered by patients who reported overall 
improvement or deterioration, suggesting that the instrument is responsive.  Coupled with the fact 
that these changes were greater than the differences in scores for patients whose global rating of 
their disease activity suggested they were stable, which result provides evidence for the 
instrument’s longitudinal validity. 
 
 This last example shows clearly that, in assessing the validity of an evaluative index, we 
must more or less adopt a gold standard.  It is absolutely necessary that we have a way of 
determining whether or not true change has or has not occurred as a direct result of an 
intervention.  Here, there are two preferred alternatives:  use an intervention that we know works 
or use a health status measure that is regarded as longitudinally valid.  A third option is to use a 
transition index (eg, MacKenzie et al, 1986a, 1986b).  Indexes constructed to reflect a single state 
(“How tired have you been?  Very tired, somewhat tired or full of energy?”) which are used to 
collect before- and after-measures of health status are more efficient than instruments that focus 
on transitions (eg, “How has your tiredness been?  Better, the same or worse?”) because 
changes are calculated rather than explicitly assessed.  On the other hand, transition indexes 
avoid the potential problem of floor and/or ceiling effects which may occur with indexes that 
reflect a single state.  In the present context, the ability to document floor effects would seem to 
be a particularly important performance characteristic; changes for the worse in severely ill 
patients with low baseline scores should not go unnoticed (see Bindman, Keane & Lurie, 1990, for 
an example of this instrument bias). 
 
 A corollary of the need for a gold standard is the fact that simultaneously trying to validate 
an instrument and assessing the efficacy of a treatment or program involves a problem of 
circularity.  Like many glimpses of the obvious it is an often overlooked trap.  Examining scale 
score changes following an intervention of known efficacy is one means of validating an 
evaluative instrument.  Likewise determining the efficacy of an intervention requires, inter alia, an 
evaluative instrument of known validity.  Depending on the nature of the intervention and the 
nature of the disease condition, accomplishing either task may require research findings that 
involve measurements made at more than two points in time. 
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Responsiveness Considered Further 

 
 In general term, responsiveness is to an evaluative index what discrimination is to a 
discriminative index.  As index “dimensions”, they are each concerned with whether “meaningful” 
differences are, in fact, measured.  They lie at the root of the debate about the relative merits of 
generic versus disease-specific measures. 
 
 Discrimination refers to the spread of scores or the number of categories into which 
individuals can be placed and the degree to which it is present is central to the validation of 
instruments that aim to define cross-sectional differences among individuals (Bergner & 
Rothman, 1987; Kirshner & Guyatt, 1985).  Discrimination is very much a product of item 
selection, item reduction and item scaling processes.  A crude scale will allow individuals to be 
placed in only a small number of categories whereas a scale with finer discrimination will allow a 
greater range of scores.  In general, the fineness of the discrimination achievable will depend on 
the number of items per health dimension and/or the number of categories within a dimension.  
Crude scales will be adequate to detect differences among groups of individuals when the 
expected difference is large and this points to an interaction between the desired level of scale 
discrimination and the intended sample.  Noncongruence between the level of health status 
assessed and the target population will result in a skewed distribution of health status scores ie, a 
large proportion of individuals will receive the same or similar scores such that the detection of 
meaningful differences is problematic (Bergner & Rothman, 1987).  The reliability coefficient (ie, 
the ratio of variance between subjects to total variance) is a generally accepted overall measure 
of the ability of an instrument to discriminate among individuals. 
 
 Responsiveness is determined by two properties:  reproducibility and changeability 
(Guyatt, Veldhuyzen van Zarten, Feeney & Patrick, 1989b; Guyatt, Walter & Norman, 1987).  The 
objective is to detect changes above and beyond the variability observed in subjects who do not 
receive an experimental intervention.  A measure that is reproducible yields the same results 
when repeated in stable subjects (ie, subjects whose status has not changed) at two points in 
time.  What is critical is that the magnitude of within-individual variance be small.  It represents 
the “noise” that makes the minimal clinically important difference or “signal” difficult to detect.  
Changeability is concerned with whether an instrument registers score changes when clinically 
important improvements or deterioration in quality of life occurs.  The responsiveness of an 
instrument is proportional to the change score that represents the clinically important difference 
and inversely proportional to the variability in score in stable subjects. 
 
 As with discrimination, responsiveness is very much a product of item selection, item 
reduction and item scaling processes – except that the accent is on measuring within-person 
change over time rather than on measuring between-person differences.  Changeability will 
depend on the number of response options per item, the number of items per health dimension 
and the number of categories within a dimension.  The criterion governing the selection and 
reduction of items is the likelihood that an individual’s health status will change as a result of the 
application of an intervention.  Clearly, items that are unresponsive – either unreliable in a test-
retest sense with stable subjects or not sensitive to change in individuals whose health status is 
not stable – should be deleted.  Beyond this, deciding how many items to retain or delete is less 
straightforward than with discriminative indexes.  The usual procedures for measuring internal 
consistency, KR20 and Cronbach’s alpha (Carmines & Zeller, 1979; Cronbach, 1951; Kuder & 
Richardson, 1937), assume that the precision of the index will increase incrementally with the 
covariance of the items and the number of items included.  It is not clear that these assumptions 
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are appropriate for evaluative indexes.  In the first place, items in an evaluative index need not be 
correlated at a single point in time.  Rather, they should be consistent in the way that they 
measure change in health status over two points in time.  Secondly, regardless of whether they 
are correlated, the greater the number of items included in an index, the greater the probability of 
including items that may prove insensitive to efficacious treatment and, as noted above, any 
variability in item scores that is not related to the intervention may obscure any treatment effects. 
 
 The issue of responsiveness is very much at the root of the debate about whether to use 
so-called disease-specific instruments rather than generic instruments in clinical research.  
Generic health status measures are those that are designed to be broadly applicable across types 
and severities of disease, across different medical interventions or treatments, and across 
sociodemographic and cultural subgroups.  Disease-specific measures belong to a broader class 
of specific measures and are designed to assess specific diseases, diagnostic conditions or 
patient populations.9  Up to a point the relationship between the two approaches is a matter of the 
level of operationalization, as Spitzer (1987b) has indicated.  Figure 11 shows three levels of 
operationalization of health-related quality of life and functional status, subsumed by a general 
health status concept, which give rise to a hierarchy of possible data gathering instruments.  It is 
significant that specific symptoms associated with specific diseases are regarded as targets for 
hypothesis-determined measures. 
 
 The rationale for disease-specific measures is the increased responsiveness to disease-
specific interventions that may result from the inclusion of those aspects of quality of life that are 
of particular concern or relevance to patients being studied.  In its simplest form, the idea is that 
the more focused the instrument, the more responsive it is likely to be.  However, this assumption 
cannot be made on the basis of ipso facto reasoning and the issue has to be resolved empirically.  
Generic measures may be just as useful and responsive in some settings as disease-specific 
measures but, to date, there have been very few head-to-head comparisons.  This is not 
altogether surprising when we consider that we do not yet know exactly how to address the issue 
of relative responsiveness.  There is uncertainty about how to calibrate responsiveness and the 
idea of calculating a “coefficient of responsiveness” is beset by the problem of specifying the 
smallest clinically important change for alternative health status instruments, which may vary with 
the application involved.  This raises the question of the generalizability or external validity of the 
findings from head-to-head comparisons.  In principle, the relative responsiveness of specific 
versus generic instruments may have to be resolved seriatum. 
 
 Apart from practical barriers (including respondent burden and resource requirements) to 
the use of generic measures, which are no doubt real, there are other reasons why specific 
measures seem to be preferred by physicians.  These relate to the greater clinical salience of  

Figure 11:  Levels of operationalization for quality of life and functional status 

 
 GLOBAL HEALTH 
CONCEPTUAL  
LEVEL 

PHYSICAL SOCIAL MENTAL 

                                                   
9
  Although the term ‘disease-specific health status measure’ is used in contradistinction to the term ‘generic health status 

measure’, sometimes it is more appropriate to juxtapose generic versus specific measures per se.  This is because not all 
specific measures are disease related (Deyo & Patrick, 1989; Guyatt & Jaeschke, 1990).  An instrument may be specific to 
a disease (eg, inflammatory bowel disease, rheumatoid arthritis, cancer, diabetes, heart disease, etc); specific to a given 
condition or problem (eg, back pain, dyspnea, pain); specific to a certain function (eg, sexual or emotional function); or 
specific to a given population of patients (eg, the frail elderly, developmentally disabled children, etc.). 
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Source:  Spitzer WO.  State of science 1986:  quality of life and functional status as target 
variables for research.  Journal of Chronic Disease 1987; 40: 465-471.  Reproduced with 
permission. 
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specific measures, and more particularly, to the content validity of measures and the 
meaningfulness or interpretability of change scores. 
 
 Specific measures have the advantage that they have high face validity and content 
validity for physicians; they appear to be clinically sensible as they relate closely to signs and 
symptoms and areas of functioning that are routinely explored by physicians.  In contrast, generic 
measures sometimes have low content validity for patients and physicians alike.  They may 
contain items that are of little or no relevance to the study population and which add to respondent 
burden without contributing to responsiveness (eg, questions about incontinence or eating 
behaviour may not be of concern to patients with chronic obstructive lung disease).  On the other 
hand, it is not always possible to specify in advance the impact that a treatment or intervention 
will have on the patient’s health status:  there may be unanticipated positive or negative side-
effects (eg, Rockey & Griep, 1980) and physicians may make incorrect assumptions about the 
clinical symptoms that have an adverse impact on well-being.10 
 
 At this point it is worth reiterating that validity is first and foremost concerned with 
inferences that can be made on the basis of test scores.  As we noted in an earlier section of this 
monograph, content validity focuses on instruments rather than measurements, with the inputs to 
the measurement process rather than the outputs of the measurement process.  To the extent 
that content validity is not concerned with score-based inferences, it should not be allowed to 
loom large in the calculus when choosing between selecting specific versus generic health status 
measures. 
 
 A related but more telling concern about generic measures relates to the interpretability or 
meaningfulness of changes measured.  This is very much a question of validity:  making score-
based inferences presupposes that the scores are interpretable. 
 
 There is no widely accepted notion of what represents a clinically meaningful change in 
health status.  Once upon a time, the same could have been said in respect of changes in many 
traditional clinical measures, like blood pressure and forced expiratory volume (FEV1), that 
physicians now regard as self-explanatory.  The difference is that such measures are now 
familiar and can be interpreted in terms of well-established or agreed cutoff points that have 
become linked to concrete performance-oriented outcomes through accumulated experience.  
Paterson’s (1988) observations in respect of the findings of the trial of auranofin therapy for the 
treatment of rheumatoid arthritis (Bombardier, Ware, Russell et al, 1986) emphasise the 
contribution of such linkages.  Thus, he comments: 
 

 ‘to be meaningful a quality-of-life instrument should further a judgment as to the 
practical importance of the score observed.  The traditional measures do not do this, since 
their units of measure, such as millimetres of mercury or seconds of walk time, have little 
meaning in the context of daily life.  For example, it is probably only those rheumatologists 
experienced in the use of traditional measures and the literature about them who would 
know how the grip strength of healthy 16 year-old boys, say, compares with that of 60 
year-old women, let alone how grip strength may be expected to change with different 

                                                   
10

  Hunt (1988) provides a nice example, drawn from Priestman (1986), of the discrepancy that can exist between the 
perspectives of patients and physicians regarding the net effects of treatment.  In a comparison of cytotoxic versus 
endocrine therapy for breast cancer, the prevalence of nausea, vomiting, constipation and total alopecia was found to be 
greater in women on cytotoxic drugs.  Notwithstanding these side effects, their feelings of well-being increased over an 
eleven week period.  Apparently, the symptomatic relief ensuing from tumour shrinkage more than offset the distress 
caused by these side effects. 
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therapies.  The global measures’ units have no bridge whatever to concrete experience, 
so that the therapeutic importance of a score change is unknowable by itself.  Only 
through repeated correlation of the results with other concrete results can the global 
measures take on meaning.  Of the simple, scalar type measures perhaps the 10-
centimetre Pain line comes closest to having built up a meaningful framework of such 
correlations.  This argues for quality-of-life instruments with component items based on 
performance, since these have meaning in terms of common experience.  Indeed, the 
score changes on the HAQ [Health Assessment Questionnaire] and QWB [Quality of 
Well-Being Index] can be expressed in terms of change in performance of a single daily 
act, and the importance of the ability to perform that act or not can be reasonably judged.  
While the PUMS [Patient Utility Measurement Set] does not have performance items, its 
score appears amenable to the same kind of translation into experientially meaningful 
units – for example chances of death or years of life. 
 
 ‘Unless concrete equivalents of the QWB or PUMS scores are eked out, the practical 
importance of a score change requires the same kind of framework of prior correlational 
experience that any other unfamiliar measure requires.  That the two measures each 
employ a 100-point continuum and are each anchored by death and full health helps 
orient the lay evaluator but does not communicate the practical importance of, say, a +16 
point change – even if expressed as percentage of full health (pp 186-187). 

 
Another interpretability question is whether “a change is a change is a change”.  As Deyo and 
Patrick (1989, p S259) observe, without the necessary bridges to concrete experience, ‘many will 
wonder if a given absolute change is equally important at different points of the health status 
spectrum.’  This has an analogue with discriminative indexes of health status in the question 
whether “a difference is a difference is a difference”.  For instance, what does it mean to have a 
total score in the range 0 to 4 versus one in the range 5 to 9 on the Sickness Impact Profile?  
Changes in disease-specific scores may be easier to interpret because they are more familiar, 
more specific, more precise, or more closely linked to changes in clinical measures of disease 
activity (Deyo & Patrick, 1989; Guyatt & Jaeschke, 1990; Patrick & Deyo, 1989).  As a result, there 
may be a greater degree of consensus among physicians about how to interpret and 
communicate the prognostic implications or practical importance of observed change scores.  
Determining what it is we can or should conclude about the effects of treatment on the basis of 
changes in scores on only the most general dimensions of health, such as general health 
perceptions and social/role functioning, is far from straightforward. 
 
 Another wrinkle to the problem of interpreting changes has to do with the level of 
aggregation or disaggregation of scores.  As Feinstein et al (1986) note, an improvement on a 
single item or dimension that is self-evident and impressive (eg, a 75% change, from a score of 1 
to 4) may be obscured in the context of an overall score (eg, a 4% change, from a score of 77 to 
80). 
 
 

5. GENERALIZABILITY 
 
 Construct validity asks the question:  “Can we generalize from this operational definition 
(measured variable) or set of operational definitions to an underlying construct?”  In juxtaposing 
the four kinds of validity with which their names have become synonymous, Cook and Campbell 
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(1979, p 81) point out that ‘making generalizations is the essence of both construct and external 
validity. … Just as one gains more information by knowing that a causal relationship is probably 
not limited to particular operational representations of a cause and effect, so one gains by 
knowing that the relationship (1) is not limited to a particular idiosyncratic sample of persons or 
settings of a given type, and (2) is not limited to a particular population of Xs but also holds with 
populations of Ys and Zs.’  External validity asks the question, “To what subject populations, 
settings, treatment variables, and measurement variables can findings concerning the effect of 
the independent variable X (ie, treatment or intervention) be generalized?”11 
 
 Questions of external validity arise most straightforwardly in contexts where evaluative 
indexes are used.  Evaluative indexes are concerned with measuring change or responsiveness 
to an intervention and they reflect part of the cause-and-effect relationship to which Cook and 
Campbell allude.  In the context of a randomised controlled trials, for example, the primary goal is 
to infer treatment effects from group differences by comparing the average treatment effect on 
health status for the experimental and control groups respectively.  Here one is concerned with 
generalizability to the target population that fulfils the study’s inclusion criteria.  A more 
differentiated data analysis may seek to discover whether there are individual differences in the 
amount of change experienced and to identify the factors associated with a good response.  
Differentiated findings would indicate that treatment effects could not be generalized across all 
subpopulations (Cook & Campbell, 1979; Streiner & Norman, 1989).  Certainly, if the clinical 
context is one where there is reason to suspect a possible trade-off between survival and quality 
of life, it is probably appropriate to either define an age range or to stratify by age. 
 
 The extent to which the issue of generalizability is of concern in the application of health 
status assessment in clinical trials we cannot say.  We do note, however, a degree of disquiet in 
some quarters about the lack of attention to confounding factors.  For instance, Hollenberg, Testa 
and Williams (1991) have raised a number of external validity-related concerns regarding the use 
of quality of life as a therapeutic end-point in relation to the therapeutic trials in hypertension.  
They summarise: 
 

 ‘Although some insights have been gained on the relative influence of various 
therapeutic regimens on the quality of life of treated patients, in many of the studies too 
little consideration has been given to the use of instruments that have been validated in 
the patient population to be studied, to the power of the study and its design, to the 
contribution of confounding variables such as age and gender, and to evidence that short 
term trials (measured in weeks) can miss important changes that occur over months in a 
process where treatment is life-long.’ 

 
 Questions of generalizability, if not external validity per se, may be raised legitimately in 
respect of discriminative indexes, too.  If the above quotation from Cook and Campbell is purged 
of all references to cause-and-effect relationships, the logic of the resulting statement – ‘just as 
one gains more information by knowing that a relationship is probably not limited to particular 
operational representations, so one gains by knowing that the relationship (1) is not limited to a 

                                                   
11

  Note that our use of the term generalizability here differs somewhat from that of Deyo and Patrick (1989, pp S257-S258) 
who discuss the ‘uncertain generalizability of instrument performance’ as a methodologic barrier to the use of health status 
measures in research, clinical and policy applications.  Whereas our emphasis in this section is with the generalizability of 
health status scores for a given sample to and across populations, they are concerned also with the “transferability” of the 
instrument per se (eg, does the instrument’s response format need to be modified to optimise performance when dealing 
with, say, elderly day care subjects?)  Practical or “instrumental” aspects of performance, linked to respondent burden, thus 
seem to be implied.  Of course, to the extent that an instrument is demonstrated to be relevant and valid or “equivalent” for 
different generational clinical or cultural groups, their scores may be compared. 
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particular idiosyncratic sample of persons or settings of a given type, and (2) is not limited to a 
particular population of Xs but also holds with populations of Ys and Zs’ – is no less appealing 
than its causal counterpart.12 
 
 The avowed aim of generic health status measures is comparability.  As Patrick and Deyo 
(1989, p S227) put it, ‘comparability across different diseases, conditions, populations, or 
investigations requires a generic approach to health status assessment. … generic measures 
provide a common denominator or common unit of outcome by which to judge the relative 
severity of health outcomes and the relative effectiveness of interventions.’  Already some health 
status measures, most notably the Sickness Impact Profile (SIP), have been applied to a large 
array of patient groups.  The resultant profile of total scores by disease condition or population 
group is reproduced in Figure 12 as an example of the fruits of this exercise. 
 
 The ability to generalize to and across target populations would seem quite central to this 
endeavour.  It seems to us that we are entitled to wonder whether the placement of specific 
disease conditions and population groups along the health status continua associated with the 
scales defined by particular instruments are generalizable.  Indeed, not only are we entitled to 
wonder, as a research community we should wonder:  afterall, many cross-sectional studies of 
health status are based on patient samples that are quite small and of unknown 
representativeness vis a vis the relevant patient population.  Moreover, in the cases where cost-
utility analyses are incorporated in league tables to provide a basis for resource allocation 
decisions, much may hinge on whether the quality and quantity of life years saved that go into the 
denominator of the cost-utility ratio are representative of the patient cohort with a particular 
disease condition and the issue of generalizability across subpopulations has not been much 
addressed.  Indeed, the very manner of reporting of many studies involving health status 
assessment seems to militate against the very kinds of comparability that, over time, are likely to 
prove most instructive.  The most frequently reported summary statistics with respect to the 
distribution of health status index scores are the mean (invariably) and standard deviation 
(usually).  In the process, the scores are seldom standardized for age, sex, or other 
characteristics of potential interest.  Here we would argue that it hardly seems tenable to use the 
predicted relationship between age and health status to gauge the validity of a measure of health 
status13 and then to subsequently ignore the fact that age acts as a confounding variable in the 
presentation of health status scores.  Other characteristics of the distribution of patient scores, 
such as skewness, are seldom mentioned.  Yet, even simple frequency distributions could be 
illuminating when trying to understand what the numbers resulting from the measurement  

                                                   
12

  In this case, the relationship in question is between the nominal/categorical variable having (or, not having, in some 
applications) a given disease or illness and measured health status. 

13
  To some degree the problem stems from the lack of validation work in respect of many health status measures.  Hadorn 

and Hays (1991, p. 830) elaborate as follows: 

 

 ‘Also needed, but uniformly lacking to date, is a rigorous assessment of the construct validity of quality-of-life instruments.  
Construct validity is supported if a measure “behaves” as it is expected or hypothesized to behave.  Thus, ratings of self-
reported quality-of-life should be correlated with such demographic and clinical factors that can reasonably be expected to 
influence overall HRQOL [health-related quality of life].  This is an example of a popular means of construct validity testing 
wherein correlations are assessed between response levels and any of several measurable conditions or factors expected 
to affect constructs underlying those responses. 

 

 ‘For example, elderly persons and patients with significant medical illnesses should, other things being equal, report more 
physical suffering (eg, pain, nausea, shortness of breath), limits in important activities, and other impairments in quality of 
life compared with younger and illness-free individuals.  That is, age and illness are expected to be negatively correlated 
with physical aspects of quality of life.  The construct validation of a questionnaire that failed to detect a difference in 
reported quality of life across age and illness groups would be suspect.’ 



 

What is Validity?  A Prologue to an Evaluation of Selected Health Status Instruments 56 

Figure 12:  Overall Sickness Impact Profile (SEP) scores for different disease conditions or 
population groups 
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Source:  Patrick & Deyo, 1989.  Reproduced with permission. 
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process mean.  For example, how does a SIP score in the range 0-4 compare with one in the 
range 5-9, 10-14, 15-19, or 45-49?  Knowing the proportion of, say, home haemodialysis patients 
whose total SIP scores lie within these (for now arbitrary) ranges and their medical and other 
attributes may allow us to articulate better the health status continuum and to specify when a 
difference in scores translates into concrete differences in what patients can and cannot achieve.  
This is a discriminative index analogy to the question, “when is a change a change?” raised 
earlier with respect to evaluative indexes; it is the question when is a difference a difference.  Not 
many cross-sectional studies present the descriptive data behind their summary statistics or give 
us much insight into the meaning of between-subject variability.  Two conspicuous exceptions are 
provided in the studies by Hart and Evans (1987) and Deyo, Inui, Leininger and Overman (1982).  
Overall, it seems to us that scant attention has been paid to the question of generalizability in the 
literature of health status measurement.  It is a situation that can and should be redressed. 
 
 

Cultural Considerations in Generalizability 

 
 The issues regarding generalizability of health status scores raised in the preceding 
section apply across the board.  However, when the question of generalizability across different 
cultural groups is raised, the issue is at once more complicated.  The question of whether it 
makes sense to compare culturally-distinct groups in terms of specific scores on a health status 
scale is not entirely straightforward because the question of the cross-cultural validity of the 
health status assessment instrument is a logically prior one.  The interpretation of cross-cultural 
differences in scores on health status measures involves a serious dilemma.  Are the results a 
valid indication of differences in health status between subpopulations, or should they be 
explained in terms of bias or incomparability of the data? 
 
 The relevance of culture to the assessment of health status has not escaped health 
services researchers entirely (eg, Deyo, 1984; Gilson, Erickson, Chavez, et al, 1980; Hendricson, 
Russell, Prihoda, et al, 1989; Hunt, 1986; Hunt, McEwen & McKenna, 1986; Hunt & Wiklund, 
1987; Patrick, 1981; Patrick, Sittampalam, Somerville, et al, 1985; Wiklund, Romanus & Hunt, 
1988), though, to date, it has not been a high priority among developers of standardized 
measures.  Accumulating evidence of the validity of a health status measure in one culture is, in 
and of itself, time-consuming.  Still, knowledge of the cultural relativity of standardized health 
status items is important for understanding the nature of measured differences in health and 
illness among different populations and cultures and for designing and evaluating health 
interventions for different target groups (Patrick et al, 1985). 
 
 Health services researchers have long postulated that cultural factors contribute to the 
illness-disease distinction (eg, Fabrega, 1975; Kleinman, Eisenberg & Good, 1978).  Angel and 
Throits (1987), point to the role that culture may play in explaining differences in self-reported 
health status.  They write that, 
 

 ‘there is only an imperfect correspondence between the clinical fact of disease and 
the subjective experience of illness and … while the clinical characteristics of a disease 
are culturally invariant, the phenomenological experience of illness is highly variable.  One 
obvious explanation for this variability is that culture influences the experience of illness’ 
(Angel & Throits, 1987, p. 466). 
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Campos and Johnson (1990) are of like mind.  They, too, see culture as a moderating variable: 
 

 ‘it is clear that the presence or absence of disease (measurable biophysiological 
abnormality) is not as important in predicting quality of life as is illness (the subjective 
psychological and social distress caused by symptoms). … 
 
 ‘… by utilizing subjective measures to assess quality of life, individual, social, and 
cultural factors are automatically included in the analysis, since individuals’ subjective 
experiences result from complex interaction of variables at all three levels’ (Campos & 
Johnson, 1990, p 167). 

 
Certainly, Ware’s (1984a) framework for discussing disease and its impact, shown in Figure 13, 
is compatible with culture’s being a moderating variable, as these writers suggest.  The 
framework parallels the dimensions of health summarised in Table 2.  It puts disease at the 
centre of a series of boxes that radiate outwards to indicate the different types and levels of 
impact as experienced by the individual. 
 
 Given that comparability is the raison d’etre for discriminative indexes of health status, it is 
not sufficient simply to note any differences (or the lack thereof) in the health status scores of 
different ethnic or cultural subpopulations.  At least one further step must be taken.  It involves 
establishing that observed differences (or equalities) in the health status scores of different 
cultural groups are real and not simply an artifact of the cultural content and value orientation of 
measures and items used.14  This step is fundamental to the interpretation of the scores and to 
demonstrating the cross-cultural validity of the instruments concerned. 
  
 Although a number of researchers have written about the concept of “cross-cultural 
validity” as a prerequisite for comparisons across cultural and ethnic boundaries, many such 
discussions occur at cross-purposes.  Often their only commonality is a shared point of departure 
as they refer to different spheres where equivalence across cultures must be demonstrated rather 
than assumed.  In an attempt to summarise the ideas associated with equivalence in cross-
cultural measurement, Hui and Triandis (1985) present a four-fold classification of types of 
equivalence: 
 
 Conceptual equivalence:  A first and minimal requirement for cross-cultural comparison is 
that the construct exists in both cultures.  A construct that can be discussed meaningfully in the 
cultures concerned is said to have cross-cultural conceptual equivalence.  (If the construct is 
meaningful and relevant to individuals in both cultures, problems of cultural relevance are 
confined to items used to operationalize the construct). 
 
 This precondition may not be too demanding for constructs of health status where the 
items in the construct are well-defined and clinically interpretable, at least in populations where 
survival is not borderline.  However, clearly with the broader concept of quality of life, which is 
largely attitudinal and value-based, it is decidedly problematic. 

                                                   
14

  Similar considerations may apply to evaluative indexes.  To the extent that cultural factors contribute to differences between 
individuals in the amount of change in response to treatment it may be more difficult to detect an overall treatment effect 
(see Streiner & Norman, 1989). 
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Figure 13:  Framework for discussing disease and its impact 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source:  Adapted from Ware, 1984a. 
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Personal functioning:  ‘the performance or capacity to perform the 
kinds of tasks that most people do every day, including self-care, 
mobility, and physical activities’. 
 
Psychological distress and well-being:  or mental health, this level 
‘gets at feeling states that cannot be known merely from observing or 
asking about behavior.’ 
 
General health perceptions:  refer to self-ratings of health that 
encompass ‘an individual’s evaluation of personal health along the lines 
of the three preceding health concepts (disease status, personal 
functioning, and mental health)’. 
 
Role functioning:  ‘refers to the performance or capacity to perform 
activities associated with an individual’s usual role, including formal 
employment, school work, or homemaking’. 
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 Equivalence in construct operationalization:  A second requirement concerns the transition 
from theory to measurement.  If a construct is operationalized using the same procedure and is 
equally meaningful in the cultures being studied, the resulting instrument is said to be equivalent 
in its construct operationalization across cultures.  For example, in operationalizing physical 
functioning, reference may be made to the performance of, or capacity to perform, certain 
activities.  These activities should be equally meaningful and strenuous in both cultures. 
 
 It is possible that a particular item in a scale assessing, say, role functioning or the social 
health dimension of the construct health status, could be well-translated but ask for the likelihood 
of behaviours that would not be exhibited under any conditions in the target culture.  The use of 
such items in a scale would generate different results between the source and target languages – 
because they represent emic, or culturally specific manifestations of illness behaviour, in contrast 
to etic, or culturally general responses to ill health (Hulin, 1987). 
 
 Item equivalence:  Item equivalence is achieved if the two preceding types of equivalence 
obtain and the construct can be measured by the same instrument.  The litmus test here is 
whether each item means the same thing to subjects from Culture A as it does to those in Culture 
B.  This is a matter of the cross-cultural goodness of the translation.15 
 
 Scalar equivalence:  An instrument can be said to have scalar equivalence if the other 
types of equivalence obtain and if it can be shown that the construct is measured on the same 
metric.  Scalar equivalence requires that a value on a scale reflects the same degree, intensity, or 
magnitude of the construct regardless of the subpopulation from which the respondent is drawn. 
 
 The progression of assumptions between successive types of equivalence is reflected in 
the hierarchy of Figure 14 and in the following quote from Angel and Throits, 
 

 ‘Psychometric scales are constructed with the assumption that individuals can be 
arrayed along a common metric in terms of health or distress and that individuals with 
similar scores are similarly healthy or distressed in some objective sense.  Indeed, the 
entire methodology of scale construction is based on the assumption that there is a 
phenomenological equivalence which can be identified and compared with the 
appropriate instruments.’  (Angel & Throits, 1987, p 486). 

 
 Having only conceptual equivalence and equivalence in construct operationalization, as 
may be the case where the assessment of health status is concerned, does not constitute a 
psychometric instrument that is useful for cross-cultural comparison.  Hui and Triandis indicate 
that to ‘legitimately attain informative quantitative comparison between two cultures, one needs to 
check whether the measures have cross-cultural equivalence in all four aspects’ (1990, p 135). 

                                                   
15

  According to Hulin (1987, pp 122-123) ‘for translations of psychological instruments, high-fidelity reproduction of the 
source language input includes, in addition to normal linguistic considerations, similar measurement characteristics of 
items and scales as evaluated by appropriate procedures for assessing psychometric equivalence across subpopulations. 
… psychometrically equivalent items (stimuli) evoke a specified response, from the set of permissible responses, with the 
same probability among individuals with equivalent amounts of the characteristic assessed by the item or scale 
comprising the items (stimuli).’  Hulin’s concept of psychometric equivalence would seem to combine Hui and Triandis’ 
categories of item and scalar equivalence. 
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Figure 14:  Levels of Equivalence 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Source:  Adapted from Hui & Triandis, 1987. 
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 In the aggregate, there are many strategies that can be engaged to test whether these 
types of equivalence hold.  For the most part, however, they are not close substitutes.  They are 
differentially predisposed to demonstrate, reject or presuppose, equivalence assumptions.  
Needless to say, testing a particular equivalence assumption is meaningful only when the 
underlying assumptions are accepted. 
 
 Hui and Triandis present a normative model of the relationship between strategies and 
equivalence assumptions (see their Figure 1, p 147) that is very instructive.  For each strategy, it 
indicates which equivalence assumptions the strategy presupposes, which ones it can help 
demonstrate or improve, and which ones it doubts or rejects. 
 
 We shall not discuss their model here (but commend it to interested readers).  We would, 
however, like to make one brief observation based on it.  It is in the nature of a cautionary tale.  
Lest we succumb to the temptation, it is well to note that the most prevalent strategy used in 
cross-cultural comparisons – “crude” translation and direct comparison using t-tests or MANOVAs 
– presupposes all levels of equivalence.  Sophisticated translation techniques such as back-
translation, bilingual and committee approaches, decentering and pretests (see Chapman & 
Carter, 1979; Sechrest, Fay & Saidi, 1972) are required to demonstrate or improve equivalence in 
construct operationalization and item equivalence.16 
 
 

6. CONSEQUENTIAL BASIS OF VALIDITY 
 
 So far our discussions of validity issues have been concerned primarily with addressing 
the question of whether an instrument that purportedly measures health status is a good measure 
of what it will be interpreted as assessing ie, health status.  This is a scientific and technical 
question; the focus is almost exclusively on psychometric adequacy, especially construct validity.  
However, it may be argued that this presents a narrow view of test validity.  There is also an 
ethical dimension to testing that calls for evaluation of the consequential basis of test use to which 
we should pay heed.  Cronbach (1988, p 6) recognises this dimension in his observation that 
‘tests that impinge on the rights and life chances of individuals are inherently disputable’; with the 
counsel that ‘validators have an obligation to review whether a practice has appropriate 
consequences for individuals and institutions, and especially to guard against adverse 
consequences.’ 
 
 Messick (1975, 1980, 1981, 1988, 1989), in particular, has consistently argued that test 
validity should be construed broadly because ‘the process of construct interpretation inevitably 
places test scores in both a theoretical context of implied relationships to other constructs and a 
value context of implied relationships to good and bad, to desirable and undesirable attributes 
and behaviors’; and ‘the process of test use inevitably places test scores in both a theoretical 
context of implied relevance and utility and a value context of implied means to ends’ (1988, p 

                                                   
16

  As a matter of convention, translations are usually classified according to the linguistic purposes of the translation using a 
schema formulated by Casagrande (1954) and elaborated by Brislin (1976) viz. pragmatic, aesthetic-poetic, ethnographic 
or linguistic.  Hulin (1987) argues convincingly that translations of psychometric scales and items from a source language 
to a target language have different goals from those associated with standard classifications of translations, and that the 
methods of assessing the degree to which these goals are achieved should therefore be different. 
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41).  Thus, test validity is defined as ‘an evaluative judgment of the adequacy and 
appropriateness of inferences and actions based on test scores (1988, p 42, emphasis added). 
 
 According to Messick (1981, 1988), there are four questions that should be addressed 
explicitly whenever a test is proposed for a particular purpose.  These questions correspond to 
four aspects of a unified concept of test validity which obtains when two interrelated facets of 
validity are crossed.  The first is the source of justification of the testing which will be based on 
appraisal of either evidence or consequence.  The second facet is the function or outcome of the 
testing, which may be either its interpretation or use.  The resulting matrix is shown in Table 5 and 
the four questions (reading from left to right, and top to bottom) are (Messick, 1981, p 9): 
 

(i) ‘What evidence justifies the proposed test interpretation as balanced against 
counterevidence or evidence supporting plausible rival interpretations?’ 

(ii) ‘What evidence justifies the proposed test use on contrast to evidence supporting 
alternative proposals based on other measures or methods, including nontesting 
methods?’ 

(iii) ‘What are the value implications of the preferred test interpretation and to what 
degree are its value implications and theoretical implications compatible or 
antagonistic?’ 

(iv) ‘What are the potential social consequences of the proposed test use and to what 
degree are they facilitative or debilitative of the intended purpose?’ 

 
Though interrelated, the questions are nonetheless quite distinct in the sense that good answers 
to any one question do not constitute satisfactory answers to any of the others. 
 
 

Table 5: Facets of Validity (Progressive-Matrix Formulation) 

 

 TEST INTERPRETATION TEST USE 

EVIDENTIAL  
BASIS 

Construct validity Construct validity 
+ Relevance/utility 

CONSEQUENTIAL  
BASIS 

Construct validity 
+ Value implications 

Construct validity 
+ Social consequences 

Source:  Adapted from Messick, 1988. 
 
 
As shown in Table 5, the evidential basis of test interpretation is construct validity.  Construct 
validity also provides the cornerstone for the evidential basis of test use, but it is supplemented by 
evidence about the relevance of the test to the specific applied purpose and for the utility of the 
test in the applied setting.  The consequential basis of test interpretation involves the appraisal of 
the value implications of the construct labels themselves, the value connotations of the 
nomological networks and still broader theories in which constructs are embedded.  Finally, the 
consequential basis of test use involves the appraisal of the potential social consequences of the 
proposed use and the actual consequences of applied testing. 
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Messick’s “extended” validity framework seems to us to have clear relevance to the assessment 
of health status and health-related quality of life, given the instrumental character of many such 
exercises.  Take first the value implications associated with the measurement of health-related 
quality of life – the consequential basis of test interpretation.  One leading implication, indeed in 
many respects the very point of departure for measuring health-related quality of life, is a 
recognition of the fact that patients are more than simply vectors of “objective” biochemical and 
physiological data; and that disease (the presence of measurable biophysical abnormality) and 
illness (the subjective psychological and social distress caused by symptoms) are two quite 
different concepts for purposes of treatment and patient management.  A corollary of this 
development is an appreciation of the utility of “subjective” measurement17 of health status, 
especially health profiles, and a tacit assumption that non-invasive research procedures are safe 
and pose no risks to patients (Carter & Deyo, 1982).  According to McDowell & Newell (1989, p 
15), subjective measurements hold several advantages, not the least of which is that ‘they may 
offer a systematic way to record and present “the small, frantic voice of the patient” [Elinson, 
1978].’  Legitimation of data regarding the patients’ experience of disease may help assert the 
patient’s perspective vis a vis that of the physician where issues like non-compliance arise.  It 
also underscores the conundrum associated with screening asymptomatic populations for risk 
factors (cf screening for early detection of disease). 
 
 In discussing the consequential basis of test interpretation, Messick (1981, p 12) argues 
that ‘the process of test interpretation not only places test scores in a theoretical context of 
implied relations to other constructs … but also in a value context, possibly multiple value 
contexts, of implied relations of good and evil.’  Such value connotations may be more or less 
subtle and seldom are they explicitly expressed in the development of health status measures or 
in reports of their application although clearly actions and consequences, in terms of either policy 
directions or patient treatment and management, should follow from the research findings. 
 
 One area where the underlying values and consequences have been clearly expressed is 
the development and application of quality-adjusted life years (QALYs) for use in resource 
allocation decisions.  Here economists have been very explicit indeed in spelling out both the 
policy effects of adopting a cost-per-QALY decision criterion for choosing among alternative 
health care interventions and the underlying value assumptions, including that of the explicitness 
of the decision-making itself.  For this reason, the cost-per-QALY metric in resource allocation 
decisions is used to address the general question of the consequential basis of validity18 though it 
should be stressed that the question is pertinent to all approaches to health status assessment. 
 
 In their discussion of the proposal by economists to use the cost per quality-adjusted life 
years in this way, Mulkay, Ashmore and Pinch (1987) seem to argue that the credibility of the 
exercise is augmented by the rhetoric of economics, and its implied relations to good and evil: 
 

                                                   
17

  The term “subjective measurement” is used here to refer to measurements of individual health that rely on indicators in 
which a person (the patient or a proxy, including the physician) makes a judgement that forms an indicator of health 
(McDowell & Newell, 1989).  Traditionally, the term “subjective” has been widely associated with the pejorative label “soft 
data” especially when the source of the observation about a patient is the patient rather than the physician.  ‘Thus, a 
doctor’s observation of whether the patient has tenderness in a knee is regarded as objective and is therefore harder than 
the patient’s observation and report of the pain experienced in the knee when he walks.’ … [In fact, however,] ‘the crucial 
attribute for hardness is reliability, which can be attained even when the observation is subjective, non-preservable, and 
non-dimensional’ (Feinstein, 1977, p 489). 

18
  Throughout the following discussion we have chosen to quote liberally from “primary sources” as it were, rather than to 

paraphrase and summarise the ideas and arguments put.  Although this practice is considered inelegant by some, we 
consider it preferable to let researchers speak for themselves in the context of a discussion of value implications and social 
consequences of health status measurement. 
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‘Although health service managers provide the starting point … the practical task of 
deciding on the allocation of health service resources is transformed by the economist into 
an exercise in cost/benefit analysis.  The course of action required by the health service 
managers is treated in the course of economic analysis as following necessarily from the 
balance between costs and benefits as conceived in that analysis.  The benefits or 
outcomes of various forms of medical treatment are defined by the economist in 
quantifiable terms as the effect on patients’ expectation of life with adjustments made for 
variable effect on patients’ quality of life.  Costs are defined, in principle, to include 
monetary and intangible costs to patients and their families as well as monetary costs to 
the NHS. … 
 
‘Thus the [health service] managers’ practical task is reconstituted in the economist’s text 
in such a way that it becomes solvable on the basis of a simple economic metric.  This 
metric generates recommendations because its basic terms carry strong normative 
weight.  No rational actor, it is implied, would incur greater cost than was necessary; nor 
would s/he refuse additional benefit which was available at no further cost.  These 
assumptions are built into the very meaning of the terms ‘cost’ and ‘benefit’.  They are 
part of the semantics of economic analysis.  For instance, if actors chose not to accept 
what was thought to be additional benefit, it would follow necessarily either that this was 
in fact not a benefit for them after all or that other aspects of the situation, which had been 
ignored, constituted benefits or costs in their eyes.  This is one reason why the economic 
metric is immensely powerful and persuasive.  Once complex administrative decisions 
have been reduced to simple, and usually quantified, comparisons of cost and benefit, it 
comes to seem irrational (or improper, if individuals choose to pursue their private ends 
rather than the public good) not to act in accordance with the numbers’ (p 544). 

 
 Another set of values is implicit in the (perhaps unconscious?) metaphor that at least 
some advocates of QALYs frequently use when they refer to the investment potential of health 
care and patients alike.  Health care is apparently seen as an investment good rather than a 
consumption good; interventions generate a stream of QALYs, rather than cash flows, to be 
discounted.  The state is entreated to act as a QALY maximizer akin to the profit-maximizing 
entrepreneur.  Thus: 
 

�  ‘Resources in such a system go to those patients whose care creates the largest 
volume of health (QALY) benefits.  Those patients who are poor investments in terms of 
generating QALYs do not get care.’ (Maynard, 1987b, p 113, emphasis added) 
 
�  ‘When making decisions on allocation we need information about costs and benefits 
(outcomes).  Before considering how to identify and measure these variables, however, it 
is necessary to decide what data are actually needed for decision making. 
 
The managers, administrators, and clinicians of a health care system typically generate 
data in terms of totals and averages (arithmetic means).  The first rule for achieving 
economic efficiency with such data is: 
 
(1) (a)   if total costs do not exceed total benefits do not invest in the procedure 

(b)   if total benefits exceed total costs do invest in the procedure. 
 

‘This does not, however, tell us what amount to invest if rule 1(b) is met.  The advice of 
the economist is that the decision on the level of investment should be decided by using 
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data about the margin.  The margin is the increment added to either costs or outcomes by 
a small (one unit) change in the level of activity.  Thus the decision maker needs data on 
the marginal cost of producing one more (or one fewer) hernia repair and the marginal 
benefit to the state of health of none more or fewer of such a procedure.  From these data 
the second rule may be derived to decide the efficient level of investment in an activity: 
 
2. (a) if marginal cost exceed marginal benefit reduce investment; 

(b) if marginal benefit exceeds marginal cost increase investment; 
(c) when marginal cost equals marginal benefit stop investing and maintain that 

efficient level of output. 
 
‘The logic of these rules is quite simple.  Rule 2(a) indicates that if, as a result of 
increasing activity by one unit (the margin), the value of opportunity costs (foregone 
alternatives) exceeds the benefits of the procedure investment could be made more 
productively elsewhere and the level of activity should be reduced.  On the other hand, if 
the benefits (in terms of incremental effects on the state of health) exceed the costs of 
one more operation investment in that procedure should increase.  The efficient level of 
activity is where costs and benefits are equal at the margin.’  (Maynard, 1987a, p 1154, 
emphasis added) 

 
The potential social consequences of pursuing this analogy, as discussed below in connection 
with the consequential basis of test use, strike many as particularly unsalutary. 
 
Similarly, value implications are evoked by the frequent references that advocates of the cost-
effectiveness approach make to the public or explicit character of the rationing that they envisage 
(eg, Daniels, 1991; Dixon & Welch, 1991; Dowie, 1991; Eddy, 1991a, 1991b; Hadorn, 1991).  The 
deprecatory, even contemptuous, regard in which implicit rationing is held is illustrated by the 
following quotations: 
 

�  ‘Priorities have “to be determined by social judgements about need.”  At present, 
allocations are determined largely by doctors and the basis of their choices is implicit, 
incoherent, and inconsistent.  The economic approach to “unpacking” this covert process 
is to measure (guesstimate?) the costs and outcomes of competing therapies in an 
explicit framework which is subject to challenge and debate.  At its most provocative, and 
as an incentive to its opponents to do better (rather than throw out the baby with the bath 
water), it creates guesstimate cost-outcome “league tables”.  Such information informs 
the rationing process based on need or benefit to patients, and would direct resources 
away from relatively cost ineffective (ie, high cost per quality adjusted life year [or QALY] 
procedures such as liver transplants and breast cancer screening.  Such choices are 
unavoidable and made every day in the NHS where patients are denied beneficial 
treatment because of resource constraints.  The economic approach to rationing is 
explicit:  it makes what is at present inconsistent, incoherent and implicit, open to 
democratic review’ (Maynard, 1990, p 188). 
 
�  ‘The article by Aaron and Schwartz [1990] does not point out the significant difference 
between the British and Oregon models of rationing health care.  Rationing in Great 
Britain has been implicit, not explicit, as public input routinely has been excluded from the 
process.  It is a silent conspiracy between a dense, obscurating bureaucracy, intentionally 
avoiding written policy for macroallocation (rationing), and a publicly unaccountable 
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medical profession privately managing microallocation so as to conceal life and death 
decisions from patients. 
 
‘The Oregon approach is open, starting with citizen values for health care and building 
through expert advice toward legislated, health care rationing policy. … Understanding the 
difference between the two systems is critical in obtaining active endorsement of health 
care rationing by the community, rather than passive acceptance. … This approach 
avoids both corrupting the medical profession with responsibilities antithetical to the 
profession’s ethical duty and burdening civil servants with life and death decisions 
fostered from the top down’ (Cranshaw, 1990, pp 661-662). 
 
�  ‘Whether or not we accept the word rationing, it must be acknowledged that 
underfunding of services, long queues, and “never-never lists” are an implicit means to 
limit services.  The Oregon experiment offers an alternative; make the choices explicit, 
and base them on systematic rather than ad-hoc methods’ (Dixon & Welch, 1991, p 893). 

 
 These statements rely more or less heavily on the “ipso facto case” for explicit rationing, in 
particular, the generally favourable value implications of the term “explicit”.  The upshot is that the 
question of whether the rules that govern rationing should be publicised or kept secret has been 
little debated – despite the fact that publicity is controversial (Calabresi & Bobbit, 1978; Friedman, 
1986; Rhoads, 1980; Winslow, 1986).  For example, it has been argued that “tragic choices” are 
best made out of the public view in order to sustain important symbolic values, such as the 
sanctity of life, and that the usefulness and social acceptability of many allocation schemes 
depend on the ‘charade that they serve the purposes that they say they do’ (Calabresi & Bobbit, 
1978, p 24).  Perhaps the increasing impetus for a switch from explicit to implicit rationing simply 
reflects a “strategy of cycles”?19 
 
 What is explicit?  We need to be wary of claims of explicitness where the measurement of 
health-related quality of life is concerned.  Not infrequently, there is a gap between what we are 
invited to accept at face value and what can be accepted at face value, and some claims are, 
frankly, quite disingenuous.  The issue of what is and what is not explicit seems to explain in part 
the reluctance to put too much store in summary scores.  Mosteller, for instance, intimates that, 
 

                                                   
19

  Calabresi and Bobbit (1978, pp 195-199) argue that the strategy of cycles is a way that society copes with tragic choices in 
the face of being forced to choose among competing values.  To elaborate: 

 

 ‘Why do approaches to tragic allocations change?  Such changes are not mindlessly made; they have, in fact, represented 
quite rational responses preceded by discussions as rational as discussions termed rational usually are.  The criticisms of 
the pre-existing system have described in generally accurate detail its fundamental flaws and have invoked the basic values 
which that system degrades.  But the defenders of the pre-existing system are just as rational.  They are penetrating in their 
recognition of the flaws inherent in the proposed reform.  And when the reform is accepted and had become the vested 
method, it is eventually seen to display the very shortcomings which its critics had predicted (and to degrade those values 
they had sought to protect).  Are these mistakes?  If they are not, why do we move restlessly from one system which 
proves inadequate to another? 

 

 ‘The answer is, we have come to think, that a society may limit the destructive impact of tragic choices by choosing to mix 
approaches over time.  Endangered values are reaffirmed.  The ultimate cost to other values is not immediately borne.  
Change itself brings two dividends, though all too often of an illusory kind we have associated with subterfuges.  First, a 
reconceptualization of the problem arouses hope that its final price will not be exacted; the certainties of the discarded 
method are replaced.  Second, the society is acting, and action has some palliative benefit since it too implies that 
necessity can somehow be evaded if only we try harder, plan better than those we followed, avoid their mistakes, and so 
forth.  More important, because more honest, the deep knowledge that change will come again carries with it the hope that 
values currently degraded will not for all that be abandoned’ (pp 196-197). 
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‘My personal experience on committees with talented laypeople over the last 2 or 3 years 
has discouraged me quite a bit about such measures as quality adjusted life years (ie, not 
about years per se but about our approaches that give us a tricky summary like quality-
adjusted life years).  These laypeople were very willing to make choices between medical 
technologies.  They wanted to know what different technologies will produce for different 
groups of people and what the benefits and losses would be, but they do not like to have 
these complicated problems summed up in single numbers.  In using quality-adjusted life 
years or other cost-benefit analysis summaries, they felt something was being concealed 
from them, and they did not understand how the work was being done.  They were right 
about that; they did not understand the cost-benefit approach.  That does not mean that 
they did not understand the general idea or that they were unwilling to make hard choices.  
They were willing and able to look at one set of benefits and losses and to compare that 
with another set of benefits and losses and to try, in their own minds, to put those together 
and make a comparison.  They were not willing to accept somebody else’s summary 
numbers.  This practical experience raises difficulties for the application of some of our 
strong economic methods when they have to have public approval and satisfaction.  I do 
not know about your experience, but you might want to think about mine.’  (Mosteller, 
1989, pp S285-286) 

 
 It is not central to the present discussion whether the apprehension about the aggregation 
of health profile scores into summary indexes to which Mosteller alludes is reasonable, though it 
very well may be for the reasons Ware (1989) articulates: 
 

‘When we aggregate to achieve the simplicity of a single health number, we must 
remembers what is lost.  There are many different profiles of health concepts that, when 
combined, lead to the same number.  Further, the same profile can produce many 
different aggregate scores depending on weights (values) that are used in aggregation.  
Pending much needed advanced in understanding of these issues, it may be best to 
analyze a profile of health measures and those measures in the aggregate using 
alternative weighting schemes.  If the conclusions are sensitive to methods, that story 
should be told’ (p S287). 

 
The point is that explicitness is an end-product of an understanding of “from whence the numbers 
come”.  As Carr-Hill (1991, p 361, emphasis added) elaborates: 
 

‘We might agree that all [assessments of individual activities, procedures, or programs] 
should relate to a common set of dimensions – for example, the ability to function without 
pain or anxiety – but not agree on how they should be combined.  The point is that index 
numbers are not an observation upon the world:  they are generated and produced by a 
specific set of technical procedures, and the QALY is no exception.  In turn, technical 
procedures are not neutral:  they serve different interests (Carr-Hill, 1982; Seers, 1975), 
and this should be made explicit.’ 

 
 Lurking not far behind the suspicion that index scores may conceal more than they reveal 
is a foreboding that the resource allocation decisions may become subject to the tyranny of 
numbers.  Smith (1987, p 189) for one has voiced the concern that ‘once complex administrative 
decisions have been reduced to simple, and usually quantified, comparison of costs and benefits, 
it would seem irrational … not to act in accordance with the numbers’ (Smith, 1987, p 1135); and 
Evans (1990, p 189) argues that the ‘attraction for the politician of outcome measures such as the 
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QALY is the prospect of turning difficult political decisions about the size and distribution of the 
health budget into routine technical procedures.’ 
 
 A defensible analogy can be made to Gould’s (1981) devastating criticism of the rise and 
rise of I.Q. testing in the first half of this century under the auspices of influential researchers such 
as Burk, Spearman, Terman and Thorndike.  Despite the fact that “intelligence” was derived as a 
single number from exploratory factor analysis, one of the least “hard” statistical techniques, and 
was conspicuously devoid of physiological underpinnings, it was delivered to the public and 
policy-makers as an innate component of human physiology.  The consequences were socially 
appalling:  they included the early sorting of children for educational purposes (as in the 11+ 
examination in Britain), the drafting of the Immigration Restrictions Act (1924) in the U.S.A. and 
support for theories of inherent intellectual inferiority of certain races (especially blacks) and the 
poor (see, for example, Block & Dworking, 1976; Blum, 1978; Eckberg, 1979). 
 
 A point emphasised and re-emphasised by Gould was not merely the certitude with which 
the “science” of intelligence measurement was presented, but the reification of intelligence – the 
conversion of a mental or psychological test, a construct, into a material entity.  Much of the 
literature on quality of life measurement is disturbingly analogous. 
 
 Although there are social consequences that follow from the use of other health-related 
quality of life measures, the link between test scores and social consequences that is associated 
with the consequential basis of test use, the last cell in Table 5, is most easily made with 
reference to QALYs.  Given that the raison d’etre for the cost per QALY metric is to aid resource 
allocation decisions and decisions have consequences, the linkage is unmistakably direct. 
 
 To a very considerable degree the deleterious consequences that many commentators 
foresee with the application of QALYs stem from their fungibility across categories of patients, 
diseases and treatments.  Thus, the very aspect of QALYs that makes them so attractive to health 
economists, viz. their usefulness for making such ‘global’ comparisons, detracts from their utility 
for their critics who see some value in using them to make ‘local’ comparisons.  Thus, Smith 
(1987, p 1135) considers that  
 

‘the use of QALYs to assist decisions about which treatments are of most benefit to 
patients with a particular disease is a potentially useful refinement of techniques already 
used in the assessment of procedures having a possible bearing on the outcome.  If the 
QALY technique can be developed so as to avoid the methodological difficulties described 
above [in particular, the assumption of reciprocal commensurability], decisions between 
alternative treatments might well be enhanced.  However, it is quite another matter to 
apply the QALY or any other cost-effectiveness approach to the problem of deciding 
which patients to treat.  Decisions between treatments that are relevant to quite different 
diseases are essentially decisions about whom we should treat.’ 
 
Evans (1990, p 188) expresses the same kind of reservation: 
 
‘There are technical and philosophical problems which need to be resolved before it 
would be justifiable to institutionalise the QALY or any other measure of average 
outcomes in practical health service planning.  Insofar as such a measure is to be used 
for choosing between two different treatments for the same disease in the same types of 
patients the problems are largely technical.  The philosophical problems dominate if a 
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measure of average outcome is used to decide, directly or indirectly, which patients are to 
be treated.’  (Evans, 1990, p 188) 

 
 Up to a point this stand-off may seem to simply rehearse some points made previously in 
relation to the choice of disease-specific versus generic measures of health status.  There is a 
difference, however.  Instead of debating which kinds of instruments will best facilitate drawing 
inferences about the efficacy of treatments in a research context, this time we are talking about 
the real consequences that may follow from the application of these results, about the sequelae of 
an approach wherein ‘the probability of treatment moves discontinuously from 0 to 1’ (West, 
1985, quoted in Carr-Hill, 1991, p 360).  These consequences are well known and have been 
identified by many commentators in more or less emotive terms.  Thus: 
 

�  ‘In choosing which patient should receive treatment the average outcome approach 
will, other things being equal, give preference to those with most years of remaining 
expectation of life to offer.  Not only will this mean treating younger patients rather than 
older; it should also mean treating women rather than men, white patients rather than 
black, and upper social class patients rather than lower’ (Evans, 1990, p 189). 
 
�  ‘A choice of whom to treat based on any form of cost-effectiveness assessment will 
always favour patients whose age or disease confers the prospect of longer and better-
quality survival.  Old and very sick patients will be placed by resource allocation decisions 
in a position of double jeopardy.’  (Smith, 1987, p 1135). 
 
�  ‘Triage in time of war can be represented as a pointed illustration of the 
implementation of the principle [of QALY maximization].  In general, priority is given to 
those needing a quick, straightforward life-saving operation and anyone with multiple 
wounds for whom little can be done may, in consequence, be left to die.  This policy may 
often be motivated by the need to return as many men as possible to the front-line, but it 
will produce incomparably more QALYs than the selection of patients on a more equitable 
basis – for example, by drawing lots’ (Cubbon, 1991, p 182). 
 
�  ‘Since Cubbon invites a peacetime analogy, the most likely expression of a QALY-
motivated health policy is as one designed to get the productive back to work and leave 
the useless to suffer and die. … 
 
‘Echoing Hobbes again, triage and QALYs are part of the philosophy of permanent war in 
which the good guys are the fortunate for whom long and healthy life-expectancy can be 
cheaply provided.  The enemy are those unfortunates who stand between the fortunate 
and their survival by daring to make rival claims on our concern and our resources’ 
(Harris, 1991, p 187). 

 
 In the fact of disquiet with such (presumably) adverse social consequences the reflex 
reaction of proponents of QALYs is to offer one of two defences.  One is to acknowledge the 
difficulty, disavow throwing the baby out with the bathwater, and suggest that varying weightings 
may be attached to the lives of members of different population groups.  A second tactic is to go 
on the offensive by contrasting their analysis, which they acknowledge to be imperfect, with the 
status quo of no analysis at all, and to offer to pit their approach against the present one.  The 
latter rejoinder simply erects a straw man since there is no real argument that we need better 
outcome measures (Carr-Hill, 1991).  The first response is also problematic because, apart from 
the underspecified offer to paper over a crack, it misses the point (as does the second retort) that 
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many critics do not agree that there is a baby in the bathwater in the first place.  Such critics 
query whether there is sufficient evidence for the construct validity of methods of measuring 
QALYs.  Messick includes the concept of construct validity in each cell of the matrix of Table 5 
advisedly. 
 
 As suggested above, the social consequences of non-QALY measures of health status are 
not as transparent as with QALYs.  Nor have they exercised the minds of commentators as much.  
Still one area where there is the potential for adverse social consequences clearly exists.  It 
relates to the fact that the patient is usually focal when, in fact, it is apparent that ‘the quality of life 
of many people other than the patient is determined in large parts by the care provided’ 
(Hollandsworth, 1988, p 430).  It seems not inconceivable that cases may arise where the care 
setting and/or regimen that has the most favourable impact on the patient’s health-related quality 
of life may impose demands on family members that are either unreasonable or unsustainable in 
the long term.  Certainly, the present predisposition toward cost-shifting between the informal and 
health care sectors favours the trailing of such interventions and we should be alert to the 
possibility. 
 
 

7. SUMMARY AND CONCLUSION 
 
 The motivation to write this report was a deep concern about the quality of many if not all 
of the existing measures of health status and health-related quality of life that are being used 
increasingly as the primary outcome measures in evaluation studies.  With some few exceptions, 
these measures have not been subjected to serious, let alone adequate validation and this should 
be a matter of concern both to those working in the area and to users of reports emanating from 
empirical studies. 
 
 The report is intentionally limited in scope.  It has not attempted to address some areas of 
importance such as scaling and sampling design which affect both internal and external validity.  
Most notably, it has not concerned itself with the paucity of references to the literature on survey 
methodology and allied fields of cognitive behaviour that are important to the veridicality of 
elicited responses to questions and the interpretation of presented scenarios that constitute the 
health states construct in holistic responses to utility and time trade-off questions.  This alone 
warrants a major report because the structure and wording of many questionnaires and health 
state scenarios suggest that Fischhoff’s (1990) comment on contingent valuations in the 
economics literature, that ‘These economists have done a remarkable job of performing surveys 
without really knowing the literature’ and ‘fall short of the standards acceptable to research 
professionals’, may have wider application. 
 
 The thrust of the research report is a plea for recognition of the central importance of the 
construct we choose to call health status or health-related quality of life.  If validity may be defined 
simply as measuring what we say we measure, the specified characteristics of health or well-
being we choose to include in the domain, and the manner in which they are included, are critical.  
Matters of scaling and the psychometric manipulations of data that follow the elicitation of 
responses are, of course, important.  Perhaps these aspects of measurement are more familiar 
to those who develop and use health status instruments because a respectable proportion of the 
measures have recognised them as matters worthy of comment and at least some testing.  But 
the construct itself is more fundamental.  Unless its validity can be demonstrated, one must, 
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prima facie, reject all that follows, irrespective of how much attention is devoted to reliability of 
responses and analysis of results. 
 
 The basis of validity testing is supporting or defending inferences about attributes of 
people, not about statistical properties of scores.  Therefore, validation studies are grounded in 
theory and revolve around hypotheses and hypothesis testing.  Validation must be looked on, too, 
as a continuing process wherein theory informs and is informed by validations studies.  It requires 
consistent support across many studies, many researchers and a variety of theoretically-derived 
variables. 
 
 The conventional approach to validation, a comparison of correlations among two 
operational definitions of constructs, is methodologically flawed because it involves circular 
reasoning and unsubstantiated assumptions about confounding variables in both definitions. 
 
 The standard methodology of carrying out the extended process of hypothesis testing is 
more complex and time-consuming.  It recognises that constructs such as good health and well-
being are necessarily imprecise and methods of eliciting and measuring responses are affected 
by extraneous factors.  Moreover, it is seldom possible to obtain samples of individuals who 
unambiguously represent target populations and otherwise conform neatly with the requirements 
of statistical sampling theory.  For all these reasons, classical test statistics are of limited value 
and the many recent validation exercises that report simple correlations among a few (sometimes 
two) alternative measures probably do more harm than good by lending credibility to poor 
research. 
 
 The multitrait-multimethod paradigm, which should be looked on as a methodological 
approach and not a set of steps to be followed, recognises the fuzziness of both construct and 
measurement method and simultaneously tests both by looking for convergent and divergent 
validity in constructs and theoretical predictions; and by seeking to establish both the boundaries 
of the construct and redundancies within those constructs.  In so doing, it utilises a variety of 
statistical methods that yield results that do not permit the degree of certainty associated with 
classical test theory that are so conducive to peace of mind. 
 
 Nevertheless, it is this approach to continuous multiple testing of both methods and 
constructs that can lead legitimately to increased confidence in the validity of health status 
measures and, consequently, in the implications that one can draw from the results of empirical 
investigations in health services research and program evaluations. 
 
 Although the emphasis in the research report is on explaining and defending this basis of 
construct validation, for completeness three other related matters have been addressed. 
 
 The first concerns the obvious gap in much of the methodology literature and in many 
research applications:  the question of the longitudinal validity of constructs.  Where the research 
question is concerned with measurement of changes in health status over time, as it often is, the 
ability of the chosen instrument to measure change rather than discriminate cross-sectionally is 
critical and few measures have been so validated. 
 
 The second addresses cultural considerations in generalising results across populations.  
This is a matter of considerable importance in many countries, including our own, and one that is 
usually ignored entirely (with consequent diminution in external validity) or finessed by excluding 
potentially “troublesome” segments of the population. 
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 The third extends the concept of validity beyond the simple notion of measuring what one 
purports to measure to encompass potential consequences of the inferences that may be drawn 
from test results and the actions that follow from such inferences.  Because they are constructs, 
measures of health status are not value-free and the inferences drawn from research results 
necessarily reflect underlying value assumptions.  The research report concludes with an 
examination of the assumptions, both implicit and explicit, embedded in the use of quality-
adjusted life years for resource allocation, arguably the most value-laden application of health 
status measurement in the current research literature. 
 
 It is hoped that the foregoing will promote more awareness of the importance of validating 
health status measures before they are rushed into use for policy-related investigations.  It is 
hoped, too, that it will provide some useful guidance to methodologies for carrying out such 
validation exercises and to the abundant validation literature. 
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